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Abstract. The development and verification of software models that are applicable across multiple domains remains a difficult problem. We propose a novel approach to model-driven software development based on ontologies and Semantic Web technology. Our approach uses three ontologies to define software models: a task ontology, a domain ontology and a top-level ontology. The task ontology serves as the conceptual model for the software, the domain ontology provides domain-specific knowledge and the top-level ontology integrates the task and domain ontologies. Our method allows the verification of these models both for consistency and ontological adequacy. This verification can be performed both at development and runtime. Domain ontologies are replaceable modules, which enables the comparison and application of the models built using our method across multiple domains. We demonstrate the viability of our approach through the design and implementation of a semantic wiki and a social tagging system, and compare it with model-driven software development to illustrate its benefits.
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1. Introduction

Current approaches to software development target at modular and reusable software. The development of such software requires both an understanding of the tasks that the software is supposed to perform and knowledge about the domain in which the software is applied. Software models provide a means for specifying these characteristics. They require a method both for making domain knowledge explicit and for integrating the domain knowledge with the conceptual model of the software. Current approaches to software are limited in this regard, as they are unable to separate conceptual and domain models. Therefore, software implemented using current approaches to software development can not be ported between domains without altering their conceptual model and consequently the whole software model.

We propose a method for developing software based on the interactions of three different kinds of ontologies: the conceptual model of the software called the task ontology, a domain ontology and a top-level ontology. The task ontology is an ontology for the problem domain, i.e., the problem that the software is intended to solve. The domain
ontology provides domain-specific knowledge for use by the software. The software can use the domain ontology to verify the ontological adequacy of the data it processes. The top-level ontology integrates these ontologies and allows for information flow between them. It also provides a means for integrating data from different domains.

We demonstrate the viability of this method with two case studies: creating a semantic wiki that guides users within a domain to enter correct knowledge and creating a collaborative tagging system that recognizes the types of tagged objects and adapts to them. We provide a comparison with model-driven software engineering and present the advantages of our approach.

2. Background

2.1. Ontological foundations of conceptual modelling

Conceptual modelling is concerned with the identification, analysis, design and description of both concepts and relations that are related to some domain of interest. This information is specified in a modelling language based on a set of meta-concepts forming the meta-model. Usually, conceptual modelling languages and the conceptual systems designed in these frameworks are evaluated based on their successful application, whereas the underlying meta-models are not further analyzed and evaluated. An ontological foundation of conceptual modelling goes a step further: it aims at a semantic reduction of the conceptual systems to a top-level ontology and its extensions in a principled way [1]. Ontologies, and in particular top-level ontologies, are rooted in methods of philosophy, logic and artificial intelligence, and they provide a framework for conceptual modelling [2].

Top-level ontologies can be used to evaluate the correctness of a conceptual model, but also to develop guidelines for designing conceptual models. In recent years, these problems were studied by several authors [2–4]. The approach presented here takes additional steps towards establishing the role of ontologies in the design of both conceptual models and software systems.

2.2. Ontology

In computer science, an ontology refers to an explicit specification of a conceptualization of a domain [5]. A conceptualization contains the basic categories and relations used in a language to describe a domain. An ontology specifies the intension of these basic categories and relations through a set of conditions, which are presented as axioms in some formalism. Based on their generality and scope, different types of ontologies can be distinguished: top-level, core and domain ontologies.

A top-level ontology contains categories relevant to every domain of reality [6]. Examples of these categories are Process, Object or Category. Several top-level ontologies are available for use, like the Descriptive Ontology for Linguistic and Cognitive Engineering (DOLCE) [7] or the General Formal Ontology (GFO) [6]. Each possesses different features that determine their suitability for different applications. The examples presented here are based on the GFO.

GFO is a top-level ontology integrating objects and processes [6]. It is a layered ontology [8] that includes a theory of higher-order categories. These allow statements
about categories and the interrelations between them to be asserted, i.e., categories can be treated as the objects of a domain. The GFO also employs a multi-categorical approach, distinguishing between universals, concepts and symbols [9].

A core ontology [10] formally describes the basic categories within a domain. It makes the nature of a domain precise. At least two views on core ontologies must be distinguished. The first assumes that a core ontology contains the most general categories with respect to a taxonomy on a domain. These categories specialize the categories of a top-level ontology. The second view assumes that a core ontology is a formal theory of the central or principal categories within a domain and their derivations. These central categories and their derivations describe what the domain is about.

A domain ontology contains domain-specific types, relations and constraints. They can be founded in a top-level or a core ontology. An example of a domain ontology is the Pizza Ontology.

3. A method for ontology-based software engineering

In this section, we illustrate a method for developing software systems based on ontologies. This method uses three ontologies to define software models: a task ontology, a domain ontology and a top-level ontology. The task ontology serves as the conceptual model for the software, the domain ontology provides domain-specific knowledge and the top-level ontology integrates the task and domain ontologies.

We use the simple example of an ontology editor throughout this section to illustrate our method. The ontology editor can be used to create ontological categories and relations between these categories. The relations can have an arbitrary number of arguments. Every category can have instances.

3.1. Three ontology method

Our method is based on ontological foundations of conceptual modelling for software engineering [2] and Semantic Web technology. In order to capture and formalize the meaning [11] of the conceptual model, i.e., to make its ontological commitment explicit, we argue for the use of ontologies as part of software models. Then, software that is based on these models can access its own ontological commitment. Recent achievements in Semantic Web technology, in particular libraries for RDF\(^2\) and OWL [12, 13], as well as expressive and feature-rich description logic reasoners [14, 15], make the realization of this goal possible.

The method we propose consists of three steps. First, an ontology is created as the conceptual model for the software. For this step, the results of research on ontological foundations of conceptual modelling can be employed, e.g., ontological foundations for UML [16]. Consequently, developing a shopping software requires the creation of an ontology for the shopping domain, developing a wiki requires a wiki ontology, developing a tagging software requires a tagging ontology, and so on. We call the resulting ontology

\(^1\)http://www.co-ode.org/ontologies/pizza/
\(^2\)http://librdf.org
The task ontology\(^3\) is an ontology for the problem that the software solves, or the task it is supposed to perform. It specifies the conceptual model of the software. It is different from the “task ontology” in [17], which is an ontology of tasks.

\(^4\)We use task ontology and conceptual model interchangeably throughout the remainder of the paper.

\(^5\)Although considerable research has been invested in this area, no simple solution to this problem is known to us. The foundation is usually carried out manually by the ontology designer. In this paper, we assume a means for establishing this foundation as given.
ware. Furthermore, it can verify the consistency of the data with the conceptual schema during the runtime of the software. Due to the ontological foundation of the conceptual model and the possibility to query this model, the software system has access to real-world types and knowledge. This is a direct application of Semantic Web technology to the task of software development.

The specification of a task ontology does not suffice to completely specify a software model because it does not contain information pertaining to the application of such an ontology-driven software within a specific domain. Application to a domain necessitates the availability of additional knowledge about the types, relations and constraints that govern the domain. This is usually not captured in the conceptual model of the software. For example, the conceptual model of our ontology editor contains categories for Relation and Category, but not specific relations like part-of or specific categories such as Baking or Pizza. We will use the domain ontology to address this issue.

Furthermore, when applying software within different domains, a principled way for exchanging information between these applications is beneficial. In order to preserve the individual semantics of statements within each domain, the ontological status of the types within domains must be made precise and transferred together with the data. In the case of our ontology editor, consider one application to the domain of online shopping and another to the domain of pizzas. In order to integrate information contained in both domains of application, meta-information about the types that are used must be made explicit. In the particular example of the ontology editor, the categories that represent relations and categories must be made explicit. This problem will be addressed by the top-level ontology.

Finally, it may occur that domain-specific types and relations are related in specific ways to types used in the conceptual model. For example, our ontology editor may be used together with a domain ontology that contains a category of relations. These must be used by the editor both as categories and as relations. The simplest relation between domain categories and categories from the conceptual model is “equivalence”, when the domain of application contains types that are used in the conceptual model itself. To support the interaction between a software’s conceptual model and the model of a domain, principles for the interaction between domain-specific knowledge and the conceptual model must be made explicit in a way that allows for information flow between both. We will use the top-level ontology for this purpose.

3.3. Role of domain ontology

To support the goal of developing modular, domain-independent software models, we use domain ontologies to adapt the software to a domain. The domain ontology contains relations, types and laws specific to the domain.

The domain ontology is an exchangeable module both in the software model and the software architecture. To apply the software system in a domain, a domain ontology must be used to provide domain-specific knowledge. The types of the domain ontology can be used by the software for tasks such as asking intensional queries about the do-

---

6 There are two readings of “category” in this sentence. The first refers to the categories that are used in the conceptual model of the software. The second refers to their instances. In GFO, these are instances of the Category category. In ontologies without higher-order categories, these are sub-categories of the Entity category.
main of application and verifying the ontological adequacy of data according to domain
knowledge.

In the example of the ontology editor, arguments of relations may be filled only by
instances of certain domain-specific categories. Which domain-specific types’ instances
can fill which arguments can be found out by an intensional query on the domain on-
tology. Furthermore, when an instance of a relation category is also declared as the in-
stance of a category disjoint with relation, an exception can be declared and appropriate
error handling performed. Our improves reusability over approaches such as MDE. For
example, transforming the model of an online shop into an online library require only a
change in the domain ontology and its mappings to the other elements of our method.

Two points remain open: how are the conceptual model of the software and the
domain ontology related, and how can two software systems with the same conceptual
model but using different domain ontologies exchange or integrate their data. These
problems are addressed by the third component in our method, the top-level ontology.

3.4. Role of top-level ontology

For integrating the task and domain ontologies, we use a top-level ontology. It provides
an ontological foundation for the categories of both the domain and task ontology. Since
the task ontology is founded in a top-level ontology, the task ontology’s entities can in-
terrelate with other ontological entities, including those included in the domain ontology.

Through the top-level ontology, information can flow [20] in both directions between
the task and the domain ontology. First, the types and relations of the domain ontology
are combined with elements of the conceptual model through the top-level ontology. This
extends the conceptual model with domain-specific concepts, relations and axioms. Our
ontology editor can then access the categories and relations that are available within the
domain ontology.

Second, domain-specific knowledge may entail the existence of instances of cate-
gories which belong to the conceptual model. This can introduce new information to
which the software must react. For example, creating an instance of a domain ontology
category that is a sub-category of Relation must entail the creation of a new relation
within the ontology editor.

4. Semantic Wiki: the BOWiki

Our method has been applied to the development of the BOWiki [21], an ontology-based
semantic wiki. In this section, we illustrate how our method lead to the development of
a modular and extensible implementation.

4.1. Problem statement

The goal was to develop a wiki for the structured annotation of data. The annotation of
data refers to the association of categories from ontologies with a piece of information.
This type of annotation is widely used in parts of biology, where data is annotated to
categories from biological ontologies. The wiki must allow for the creation of relations
between entities. Relations can have arbitrary arity. In order to distinguish the arguments
of these relations, they are constructed out of relational roles [22] (in their simplest form, named argument slots).

In order to provide a form of quality control for the knowledge captured in the wiki, not every object can play every role in every relation. Roles can only be played by objects of a certain type. The available types depend on the domain in which the wiki software is applied. Relations may also depend on the domain of discourse, but for integrating knowledge bases using the wiki software, new relations can be declared. The available types within the wiki are imported from an OWL-DL ontologies.

During the set-up of the wiki software, background knowledge about the domain can be provided, and the wiki uses this knowledge to verify some aspects of its content. In addition, we want to provide a means to assert interrelations between more than two entities by using n-ary relations. Our primary application is biology, where we aim at applying the wiki to the annotation of genes and gene products to terms from ontologies. However, the BOWiki software is intended to be domain-independent.

4.2. Conceptual model

The BOWiki is an extension of the MediaWiki software. It treats wikipages as instances and allows the assertion of relations between these instances. Relations have named argument slots (roles) that can be filled by objects of a specific type. Types are either datatypes or concepts from an OWL ontology (object types).

The basic categories that the BOWiki uses are relations, roles and types together with the instantiation relation, the plays relation that connects an object with a role, and the role-of relation that connects a role with a relation. Several restrictions can be formulated and used by the BOWiki to verify consistency, such as $\text{Roles} \sqsubseteq \exists \text{roleOf}.\text{Relation}$ or $\text{Roles} \sqsubseteq (= 1)\text{plays}.\top$. The BOWiki uses the Pellet description logic reasoner [15] to verify these constraints during runtime. The conceptual model of the BOWiki is the module of the GFO pertaining to relations and roles [22]. This module is described in Figure 2.
4.3. Top-level ontology

Because the conceptual model for the BOWiki is a part of the top-level ontology GFO, its ontological foundation in a top-level ontology is trivial. Due to its foundation in GFO, additional information is added to relations, roles and types. Relations and relational roles are concrete entities, i.e., they are in time and space. They are disjoint from other entities like processes, categories, or sets.

The BOWiki software uses both the GFO and its conceptual model in conjunction with a description logic reasoner. Therefore, additional constraints are provided by the use of a top-level ontology. If axioms from either ontology are violated, an edit in the BOWiki is rejected and the user notified.

4.4. Domain ontology: GFO-Bio

Domain-specific knowledge can influence the conceptual model of the BOWiki application by providing types of categories, relations and roles, that are interpreted accordingly by the BOWiki.

We want to apply the BOWiki for the annotation of data to categories of biological ontologies. For this purpose, we want to describe objects of specific biological types within the BOWiki. For example, the category of FOXP2 proteins is related to the category of Language development by the participates in relation. In this example, the types Category, FOXP2 protein and Language development appear and a binary relation participates in. The types Protein (a material structure) and Language development (a process) are disjoint. The relation participates in has two roles which we call subject and object, and each role may only be played by entities of a specific type (domain and range restrictions). We use the biological core ontology GFO-Bio [23] for this application.

5. Collaborative Tagging

Tagging refers to the association of a set of keywords with some object. Collaborative tagging enables multiple users to individually tag objects and share the tagged objects or the tags for these objects. There is an enormous number of available systems for the collaborative tagging of entities. Users can tag movies (YouTube\(^7\)), pictures (Flickr\(^8\)), Websites (del.icio.us\(^9\)) or documents (CiteULike\(^10\)). Depending on the type of tagged object, different tagging platforms are implemented. The type of tagged object determines the attributes that are stored with it. For documents, these may be the author, date of publication, journal, etc. For a webpage, it may be its URL, for photographs the type of camera used to take it or for movies the actors and director.

Depending on the type of tagged object, the tags may describe different aspects or facets of it. Some tagging systems support the use of facets: tags can be associated to different aspects of the tagged object. Often, several default facets like “theme” or “topic” are used. While these facets are common to many tagging systems, several possible facets

---

\(^7\)http://www.youtube.com
\(^8\)http://www.flickr.com
\(^9\)http://del.icio.us
\(^10\)http://www.citeulike.org
depend on the type of tagged object: videos may not only have a topic, but also temporal duration or temporal parts. Photographs have color-schemes. Molecules have functions, structural parts, shape and weight.

We describe a collaborative tagging system\textsuperscript{11} that allows for tagging objects of different types. Depending on the type of tagged object, different information about the object is stored. In addition, tags can be associated to facets of objects. Some facets depend on the type of tagged object, while others are applicable to any tagging action.

We outline the tagging ontology of [24], which forms the foundation of the tagging software discussed here. It is based on [25] and the GFO [6].

A basic entity in the tagging domain is \textit{Tag}, which is the role played by the string a tagger enters during a tagging action. The tag is a concrete individual. It instantiates a special kind of category, a \textit{Symbol structure}. The tag is a \textit{token of} the symbol structure.

The tag is associated with an object. This object can be any entity. While the object referred to by a URI is often identified with its URI [25, 26], in the analysis of tagging, it becomes important to distinguish between the object described by a URI and the URI itself. A tag can relate to either of these, and the nature of this relationship differs. Therefore, [24] distinguishes two kinds of entity, an information object containing information about some other entity, and the entity that is described by the information object.

It is assumed in [24] that tags are always associated to objects, not information resources describing them. In order to specify the way that some entity relates to whatever is denoted by a tag, facets are introduced. Facets are relationships that an entity can have to other entities. For example, physical objects can have a \textit{part-of} facet, a \textit{participates-in} facet, but also facets relating it to categories, like an \textit{instance-of} facet. According to the tagging ontology, every entity can be denoted by some other entity (an information resource). When the denotation itself is used as a facet and combined with relations available for information resources, entities can be tagged so that the meaning of the tag relates to the information resource describing the entity.

Tagging is an intensional act, i.e., it involves a conceptualization of the tagger. In particular, not every instance of the same symbol structure is used to denote the same thing. Therefore, different taggers associate different concepts with tokens of a symbol structure. For example, the tag \textit{bank} can refer to many different entities, depending on the background of the tagger. The domain and range restrictions of the relations used to construct facets for tagged entities can also be used to clarify the different meanings of tags depending on the tagger. For a full discussion of the tag ontology, see [24].

While this forms a comprehensive core ontology for the tagging domain, most tagging systems do not use all of them. For example, faceted tagging systems are rarely employed, concepts are almost never used and the distinction between an entity and the information resource that describes it is seldom explicited. However, this tagging ontology provides a means for analyzing collaborative tagging systems. Even if only a fragment of the ontology is used as the conceptual schema of a concrete implementation, the ontology can be used to share information with other tagging systems, if they employ a similar schema.

A domain ontology like GFO-Bio can be used to configure the tagging software. In particular, it can be used to generate the facets applicable to the tagged object, and the properties of the tagged object. The domain ontology provides the knowledge about the entities that play the role of the tagged object in the tagging relation.

\textsuperscript{11}http://bioonto.de/pmwiki.php/Main/CollaborativeTaggingSystem
6. Comparison with Model-Driven Software Development

A recent development in the area of software development is centered around the use and development of models. Models are reusable artifacts and “provide a unique opportunity to mitigate complexity, improve consumability, and reduce time to market” [27]. Model-driven approaches such as Model-Driven Engineering (MDE) [28], Model-Driven Architecture (MDA) [29] and Model-Driven Software Development (MDSD) [30] aim at developing formal conceptual models for software and using them directly to generate code for software applications. In MDE, software models are specified using formal languages such as UML. A wide range of tools is available to support the generation of code from these models.

The method we propose is similar to MDE in some aspects. Both in MDE and our method, conceptual modelling plays a prominent role in the design and development of software systems. These can be used in both cases to automatically generate code for the designed applications. However, we use OWL as our meta-model while MDE is often carried out using UML. Therefore, using our method leads to semantically richer and modular models.

Our method goes beyond the current state of the art in MDE. We consider the following features the most outstanding advances over MDE: first, it provides an ontological foundation of the conceptual and domain models and consistency verification; second, it enforces a strict division between the conceptual and domain models; third, it allows for intensional queries and consistency checks during runtime.

The resulting model consists of the three components illustrated in Figure 3. When these models are formalized in a decidable fragment of OWL such as OWL-DL, automated reasoners can be employed to verify the model’s consistency. This can be per-
formed for each component of the model individually, establishing the consistency of the top-level ontology, the conceptual model and the domain ontology. When combining the top-level ontology and the conceptual model or the top-level ontology and the domain ontology, inconsistencies can arise. These can be automatically detected and subsequently eliminated. The detection of inconsistencies assures the consistent foundation of both the conceptual model and the domain ontology in the top-level ontology. Finally, the consistency of all three model components together with their foundations in the top-level ontology is verified. As a result, the compatibility of the ontological commitments of the conceptual model and the domain ontology is ensured.

The division between the conceptual model of the software and the model for the domain to which the software is being applied leads to highly modular software models and thus to modular software systems. The conceptual model together with the top-level ontology provides an interface for integrating domain models in the form of domain ontologies. Such ontologies are available for many domains. For use with our method, these ontologies must be founded in the top-level ontology and be consistent with the conceptual model. This allows reusing domain ontologies for developing software models. Additionally, the part of the software model consisting of the conceptual model and the top-level ontology can be used across multiple domains.

The last major advancement over model-driven approaches lies in the availability of the software model during the runtime of the software. This can be used within the software system to verify the consistency of instances with both the conceptual model and the domain ontology during runtime. This can be used to verify constraints on data that is processed by the software. Furthermore, automated reasoners can be employed by the software during runtime to perform intensional queries on the software system’s model itself. As such, the software has access to the types, relations and constraints that it can process. This could, for example, be used to implement semantic web services that automatically derive the types they accept as input or produce as output. These types can depend either on the conceptual model of the service, on the top-level ontology, on the domain ontology or a combination of these three components.

7. Discussion

The method we describe extends earlier work in formal ontologies in information systems [17] and applies it to software engineering. With the recent progress in Semantic Web technology, it is now possible to apply the method we describe to large-scale software development. To illustrate our method, we discussed the implementation of a semantic wiki and a collaborative tagging system.

A main advantage of our method is the use of a domain ontology as a module in a software model. This enables the construction of modular models that can be applied across multiple domains while preserving comparability and consistency. Using Semantic Web technology like description logic reasoners and OWL ontologies in the software systems yields a means for verifying the model’s consistency and the ontological adequacy of stored and processed data. The foundation in a top-level ontology like the GFO [6] leads to ontologically well-founded models and makes the ontological commitment of these models explicit. Together with automated description logic reasoners, intensional queries both over the software’s conceptual model as well as the domain ontology become possible.
There is a similarity between our method and Model-Driven Engineering [32] (MDE): in both methods, the conceptual model and the model of a domain play a central role in the software development process. In model-driven engineering, however, the conceptual model of a software system is used to generate code in various levels of detail. In our method, the model can be used during runtime for verifying the integrity of data and the internal state of the software. It is conceivable, however, that the software model generated according to our method is used in a model-driven engineering process to generate code. This code could then be generated in such a way that it automatically includes an OWL reasoner in the software code, and apply the same model that was used to generate the code for the verification of data during runtime.

When implementing software using the approach described here, the software must employ a reasoner for many of its internal operations. Although the performance of reasoners capable of processing expressive languages like OWL-DL has improved in recent years, reasoning remains a complex problem. In particular using a reasoner for applications that require high performance may currently be unfeasible.

8. Conclusion

We described a method for developing flexible, modular and consistent software models based on the interaction of three kinds of ontologies. The method reuses research in ontological foundations of conceptual modelling. It is based on the use of ontologies as conceptual models for software systems and the separation of the software’s conceptual model from the model of a domain of application. We proposed to design software models in a way that enables using a domain ontology as a replaceable module. The interrelations between the domain ontology and the software’s conceptual model are established using a top-level ontology. This permits applying parts of the model across multiple domains.

The method we described has been successfully applied to develop a semantic wiki and a semantic collaborative tagging system. We showed how our approach compares with model-driven engineering. In particular, we illustrated how our method exceeds model-driven engineering with respect to domain-dependence and the verification of the developed models both for consistency and ontological adequacy. Finally, we discuss how to integrate our method with model-driven engineering.
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