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Abstract

Ontologies are used in biology for the description of midtiginds of enti-
ties. Large ontologies provide categories and relationshie basic features
found in databases of model organisms. They serve as the tesins to
integrate the data that is generated and interpreted bypieutteterogeneous
groups and stored in distributed biological databasesitiirout the world. The
use of a common vocabulary and common formal descriptioniseofocabu-
lary’s terms permit the comparison, retrieval and analgéthe data stored in
these databases. The ontologies that are used for thisgaugpe primarily iso-
lated, single-domain ontologies that have little or noricd@nections specified
among them. Ontology communities such as the Open Biome@in&dlo-
gies (OBO) and the OBO Foundry establish guidelines to maimpaality and
reusability of ontologies, and to facilitate interopetipibetween ontologies
that are included in these projects.

| identify several facets of interoperability between dogry-based informa-
tion systems in biology which are not currently addresseéidfaatorily. First,
the knowledge representation languages used to represehbgies must be
sufficiently rich to express the distinctions made by thetmgy designers, and
required by the applications of the ontology. Second, trecheategories of
the biological ontologies must be analyzed and integratgkirwa common
conceptual framework to permit information to flow betwebka tntologies.
Finally, to let information flow between domain ontologi&se acquisition of



additional knowledge from domain experts is required.

Most biological ontologies are represented in the OBO HaEdrmat and the
Web Ontology Language (OWL). | propose extensions to botm$oof repre-
senting biological ontologies. The semantics of the OBCfildaormat is not
explicit, and the current proposals for a semantics of the GEile Format
do not coincide with the way it is used in many ontologies, antjgular in
statements that use negation. Therefore, | propose a maieldélsemantics
through a translation to OWL. The decidable version of OWL igieslent to
an expressive description logic. However, it is based ossatal logics and
exhibits the property omonotonicity When combining ontologies, it is ben-
eficial to consider alternative, non-classical logics thatmit nonmonotonic
inferences. | propose a method for integrating biologicdbtogies which are
formalized either in the OBO Flatfile Format or OWL using a défkgic.

Core ontologieprovide an ontological foundation for domain ontologiesky
tending top-level ontologies with domain-specific axioffisey can be used to
integrate domain ontologies and as a starting point for éveldpment of new
ontologies within a domain. | introduce the biological coreologyGFO-Bio.
GFO-Bio is implemented in OWL and first order logic, and is acpamed by
axioms in default logic. | include several elaborated meduh GFO, such as
a module for biological functions, disposition or biologisequences. Addi-
tionally, I illustrate how GFO-Bio can be used to integrateldgical domain
ontologies and facilitate information flow among them.

To integrate biological domain ontologies using GFO-Bio oy ather top-
level or core ontology, additional knowledge about therirgiations between
domain categories must be acquired from domain experts. t@tee large
number of categories in these ontologies, such an effarhis-tonsuming and
expensive. Methods and software applications that pernaitgee number of



domain experts to collaborate on this task would enableapigland cheap ac-
quisition of ontological knowledge. For this purpose, raatuce the BOWiki,
an ontology-based semantic wiki, and a social tagging syste addition, |
suggest several novel methods for automatically extrgctaia and knowledge
from natural language texts. Automated extraction of lyaal knowledge can
provide an alternative to manual curation of ontologies @il annotations,
or serve as a starting point for manual efforts of knowledggugsition.

The primary focus of this work is the development and discussf novel
methods for improving interoperability between biologidamain ontologies.
These are classified in three major categories, and theoreddtetween them
are analyzed. | show how their application leads to impraaégloperability
and increased usability of the ontologies.
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1 Introduction

The word “definition” has come

to have a dangerously reassuring
sound, owing no doubt to its
frequent occurrence in logical and
mathematical writings.

Willard van Orman Quine

Progress in biology has brought about a rapid increase i gterated by
scientists working in this field. In particular, the field obfacular biology pro-
duces large amounts of novel data and knowledge. This dafteis stored in
distributed, heterogeneous databases. Findings pa&ddinithis data are com-
municated in scientific publications and sometimes star¢kése databases.

To compare and integrate the data stored in different daéafma further sci-
entific analyses, common vocabularies were developed todadescriptions

for some of the data’s features. Biomedical ontologies ammdb specifica-
tions of the conceptualizations underlying these vocalada They describe
the meaningof the terms in the vocabulary. Many ontologies have been de-
veloped for different biomedical domains. Ontologies e¢ovgdomains from
molecular functions and processes to organism-speciftoanyato ontologies

for species, are available.
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But “merely using ontologies [...] does not reduce hetereggnit just raises
heterogeneity problems to a higher level” [Euzenat and Bby2007]. Partic-
ularily in the biological and biomedical field, the numberaftologies has
grown rapidly over the past ten years. They were developesblee the
problem of describing the features of data in a uniform anti-defined way,
and through this description to facilitate queries acré®srmodel organism
databases. The immediate problem of integrating the madahism databases
lead to the development of ontologies that did not alwaystrgaality stan-
dards necessary to facilitate interoperability.

Interoperability between ontologies has been researahdidei area of com-
puter science and knowledge represention for some timaelfild of biomed-
ical ontologies, some investigations pertaining to inperability are underway
and several guidelines to achieve interoperability hawnlsiggested [Smith
et al., 2007]. These guidelines primarily establish somidéria.

An analysis of the problem of interoperability yields saledimensions of
requirements for interoperability of which the social dms®n is only one.
Additional requirements for interoperability betweenalagy-based informa-
tion systems pertain to logic and knowledge representaticiormal ontology
and to knowledge acquisition. Central questions in eacheddldimensions
remain unanalyzed, and are not yet addressed in any ebtdblisiteria.

The important question that must be answered in the realrogé lis how

two ontologies that are represented as logical theoriebeaombined or con-
nected in such a way that information can flow between theme dasiest
form of connection is to combine both theories into one. Bguasng that

both ontologies are represented as consistent theoriessbyt no means ob-
vious whether the combined theory is consistent [Dimiteakod Maibaum,
2000].
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In addition, many biomedical ontologies are nuty se represented as logical
theories but must first be translated into a formal repregiemt This transla-
tion may be the source of inconsistencies or errors. Formnaglthe ontologies
in a formal language is a necessary requirement if the ogitedoare intended
to be used for drawing logical inferences or employing atbaors to verify
their consistency.

Ontologies are specification of the basic concepts thatrgavelomain. They
are used to explicitly specify the ontological commitmeiitaovocabulary
[Guarino, 1998]. This ontological commitment is frequgmibt made explicit
in ontologies of biology and biomedicine. This lack of an &ipspecification
leads to potentially incompatible ontological commitngeand to formal in-
consistencies when multiple ontologies are combined.ntaadatory to make
the ontological commitment underlying these ontologieglieit to facilitate
interoperability between information systems based omthe

Neither the ontological analysis, nor an adequate form oftedge represen-
tation alone suffice for information to flow between inforiatsystems based
on ontologies. Additional knowledge is required to spedcifg connections
of domains in reality. Research in biology and biomedicinenidies these
connections. Discovering the connection between genoipfermation and
phenotypic phenomena is one of the most prominent areaseéreh in ge-
netics today. Its goal is to identify how genotypic and phgpiz phenomena
are connected, and what relations exist between these dsraad the levels
of granularity that lie between them. Letting informatioovil between ontolo-
gies of these domains and levels of granularity necessithteacquisition of
the knowledge discovered in this research, because infarméow between
these ontologies must obey the relations that exist betweedomains cov-
ered by the ontologies. The acquisition of this knowledgeessitates the
development of new ontology-based software applicatibias facilitate the
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efficient acquisition of knowledge from domain experts.

The division into the three topics logic, ontology and knesdde acquisition,
and how they contribute to the interoperability of ontoldgpsed information
systems, governs the remainder of this work. It is the resiulin attempt
to systematically account for conditions for interopeliagbbetween ontology-
based information systems in biology and biomedicine.

The structure of this work is as follows: In chapter 2, | pawibackground
information about ontologies in the life sciences. | disctmp-level ontolo-
gies in section 2.2. | use these ontologies as foundatiothtoremainder of
my analysis. In section 2.3, | describe several biologicahdin ontologies.
They were chosen either for their unique features or to sasvexample for
a whole group of ontologies. The discussion in chapter 3igesva thorough
analysis of the problem of interoperability between onggldased informa-
tion systems in biology and biomedicine. | give both a dabniand a formal
account of interoperability, outline the importance ofi@eing interoperability
and discuss dimensions of requirements for interopetghliti this chapter, the
outline of the remaining thesis is motivated. Chapters 4,bGaddress the ar-
eas of requirements on knowledge representation, forntalagical analysis
and knowledge acquisition, respectively. The discusgiaihese chapters fol-
lows the problem description provided in chapter 3. Chaptriimarizes the
findings and contributions, presents conclusions and gesvan outlook.



2 Background

Metaphysics may be, after all,
only the art of being sure of
something that is not so, and logic
only the art of going wrong with
confidence.

Joseph Wood Krutch

Modern biology generates large amounts of data that mustdlgzed and in-
terpreted. In modern molecular biology, a large amount ¢4 éagenerated
by sequencing and analyzing whole genomes, microarrayiexgets, etc. Se-
quencing entire genomes has become cheaper with the devehbpf new
technologies such as high-throughput sequencing [lllan2®07, Margulies
et al., 2005], which increases the amount of generated deteef.

A variety of model organismsare studied, including mice [Bult et al., 2008],
fruit flies [Flybase, 1999] and worms [Rogers et al., 2007].diidnally, ex-
tinct organisms such as neanderthals [Green et al., 2086]@& be studied, as
can the genomes present in environmental samples [AlleBantield, 2005].
Fundamental biological functions, processes and strestare often shared

LA model organism is an organism which is extensively studtidoiology, due to its exem-
plary features. It is assumes that the investigation of tbdeahorganism yields insights
that are valid for other organisms as well.
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between different organisms due to their common evolutipoagins. With
the large-scale analysis of biological data and the rapcease of knowledge
that is made possible by modern technologies, a commuaoicatioblem ex-
ists within the biological community; similar or identi¢égformed biological
entities were named differently by independent groups [Bxidd., 2004]. As
a result, comparison of the results obtained by these groepsme a difficult
problem. For example, the terms “programmed cell deathg|l ‘@eath” and
“apoptosis” may all refer to the same kind of process, or timay all refer
to different processes. If they refer to different kinds abgesses, they may
have nothing in common, overlap in their intension, or stardifferent, more
complex relations towards each other.

Additionally, research communities have developed iredéht locations and
developed their own vocabularies, their own databases pplications that
are governed by different schemata. Although these dagalzaml vocabularies
often overlap significantly, exchanging information bet&wé¢hem is not always
trivial due to their different ways of describing data andwtedge, and the use
of different platforms and database management systems.

One solution to this communication problem is the use ofr@died vocabular-
ies as a foundation for data exchange and communicatiofmrvatbommunity.
One of the first controlled vocabularies, and the currenthginsucessful, is the
Gene Ontology (GO) [Ashburner et al., 2000] for terms relate biological

processes, molecular functions and cellular componeatsatfe relevant for
gene products. The use of the GO led to the standardizatithe déérminology

used in the model organism databases, and was first adopttt bguitfly,

worm, mouse andérabidopsis thalianalatabases. In contrast to earlier efforts
to create standard terminologies and knowledge bases basedthods from
computer science, artificial intelligence and knowledgeresentation [Rec-
tor et al., 1993], the GO was light-weight, easy to undexsi@mmd apply, and
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developed primarily by a community of biologists in ordesstive one partic-
ular problem: “to provide a common vocabulary for descigogene products
[...] for the primary purpose of consistently annotatingries in biological
databases” [Bada et al., 2004].

While the GO did provide a common terminology for the standatitbn of bi-

ological databases, several problems emerged in the GQ@.ikditeasing size
and wide and diverse applications, numerous errors anthlions within the

GO were identified [Smith et al., 2003, 2005a, 20044a], sonvehi¢h had been
encountered before in knowledge representation [GuaniabVéelty, 2004],
but many of which required new methods and additional resefar their so-
lution.

Following the GO’s success, numerous controlled vocaladdrave been de-
veloped for other areas of biology and biomedicine, cogearwide range of
biological phenomena. While many of these ontologies weveldped with
the awareness of the other ontologies, their interopetyhiid integration con-
tinues to be a major area of research [Smith et al., 2007]tipMelontologies
focus on different aspects of similar or identical entibesypes of entities, but
explicit interrelations between different controlled ebalaries and ontologies
are rare.

The lack of a common ontological foundation led to multiptgplicit concep-
tualizations for a domain and to logical and ontologicabesin the representa-
tion of the ontologies. Automated verification of the ongpés is hindered by
their lack of formalization. Meaningful data queries asrouultiple ontologies
would permit insight into multiple aspects and dimensidrelmological entity.
But these queries presuppose an ontological understantlthg connection
between the kinds of entities described in different cdlgdovocabularies and
ontologies.
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Interoperability between multiple ontologies is not théygroblem remaining
in the area of biomedical ontologies. A single controlledatulary represent-
ing only one type of entity should do so in an agile way in orttebenefit
most users and use cases, without sacrificing ontologichlamical accuracy.
Some ontologies, however, do not make their ontologicalmaments explicit.
This leads to problems not only in interoperability with etlontologies, but
also within its own structure. Before the problem of intemaidlity between
ontologies can be addressed, problems that exist withionitedogies must be
solved and their ontological commitment made explicit.

Finally, knowledge aquisition in biology is currently a wiatime-consuming
and expensive process. The annotation of gene productsatiigories from
biological ontologies and the curation of these ontologiesnselves is done
manually by few experts. In particular the annotation ofadaith controlled
vocabularies is a bottleneck that slows the progress atidatiton of ontolo-
gies in biomedicine. Alternative curation and annotatiardels, such as those
based on collaboration and annotation by a community orttracion of in-
formation from natural language texts, may provide the redanovercome
this bottleneck.

2.1 Biological and Biomedical Databases

A large number of biological databases exist. Some contdormation on
protein functions and sequences [Consortium, 2007], prdénilies [Mulder
et al., 2005] or DNA sequences [Benson et al., 2005]. Sevétabon have de-
veloped into central resources for the biological reseaochmunity, including
those which provide organism specific information [Bult ef 2008, Twigger
et al., 2007, Flybase, 1999, Sprague et al., 2007]. Thesn@m-specific
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databases are generally developed and maintained bycksgaups focusing
on the study of these organisms.

Many of these databases are manually curated. Professiateddase curators
manually analyze scientific publications and enter thevegieinformation in
the databases. Additionally, they may review and verifpinfation that was
automatically generated. For example, the UniProt KnogdeBase contains
two components: Swiss-Prot, a manually annotated knowlédge of protein
information and TrEMBL, which is automatically generated @kmann et al.,
2003].

Organism-specific databases collect information pertgito a single species.
Often multiple kinds of data are collected in these datahdser example, the
Mouse Genome Informatics database [Bult et al., 2008] cost@nong others
information about genes, phenotypes, gene expressiongandunctions of
mice.

Different species are often similar in large parts of theingmes. Genes with
similar sequences often share a common function on a malelvel [Ash-
burner et al., 2000]. On a larger scale, organ functionsltaaeesl among many
mammals and fundamental biological processesdikeolysisoccur in most
organisms.

Comparative studies between species necessitate an ietbgraw on the ge-
nomic data [Chicurel, 2002, Ureta-Vidal et al., 2003]. Intgadar, a com-
parison of a gene’s functions within different kinds of angans requires an
analysis of the data pertaining to this function across ipielspecies. Similar-
ily, comparing other features such as gene expression aopyyges requires
the use of a common or at least compatible vocabulary forribsg these
features. The Gene Ontology and subsequently other dospa&icific biomed-
ical ontologies were developed for this purpose. Before Vigean analysis
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of these domain-specific ontologies, | introduce a commdereace frame-
work in the form of a top-level ontology which serves as thsi®#or further
analyses.

2.2 Formal Ontology

2.2.1 Formal Ontology in Information Systems

Several definitions for an ontology have been presentedrj@ual998, Gru-
ber, 1995, Herre et al., 2006, Smith, 2004]. For this workidg the following
definition due to [Guarino, 1998]:

An ontology is a logical theory accounting for the intendeglam-
ing of a formal vocabulary, i.e. its ontological commitmeata
particular conceptualization of the world. The intendedlsis of
a logical language using such a vocabulary are constrainets b
ontological commitment. An ontology indirectly reflectéstiiom-
mitment (and the underlying conceptualization) by apprating
these intended models.

A conceptualization is a system of categories that accdonta certain per-
spective on reality. Conceptualizations @méensionalaccounts of the cate-
gories and relations that govern reality according to thrspetive taken on
reality in the conceptualization. An ontology, on the othand, is an engi-
neering artifact that depends on language. It consists aicabulary that is
used to describe (a part of) reality and a set of explicit aggions that specify
the intended meaning of the vocabulary’s elements [Guadf88]. In this
sense, | use the short form of an ontology as the “explicitigigation of the
conceptualization of a domain” [Gruber, 1995].

10
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A

-

Term —>

4{

Figure 2.1: The figure illustrates a simplification of theatains between terms,
conceptualization and reality. Terms relate to realitytigh the
concepts in a conceptualization. A term is illustrated om I&ft
side of the figure, reality on the right and the conceptutibman
the center. Entities in reality that fall under a certain capt are
illustrated in the same color as the concept in the concépatian.

There are limitiations to the kind of information ontologieepresent. Ontolo-
gies explicitly specify the meaning of terms in a languagédmgnalizing how
a term refers to reality. Terms in a language refer to reditpugh the cate-
gories in a conceptualization, as illustrated in figure 2.Depending on the
conceptualization, terms can refer to reality in diffeneays. In minimal philo-
sophical ontologies (conceptualizations) such as the @eReocess Theory
(GPT) [Seibt, 2008] or Armstrong [1997], the conceptudl@a may consist
of a single category. Therefore, terms of a language thatmswitted to one of
these conceptualizations will always refer to one kind diftgin reality. On
the other hand, conceptualizations that provide more oategysuch as those
underlying most upper-level ontologies provide multipd¢egories with differ-
ent properties. Different ontological commitments of laages can influence
the way that theories in these languages are formulated.

11
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Ontologies do not represent contingent knowledge, in @aetr not scientific
theories. Scientific theories can be shown téadgethrough counter-examples
and observations that contradict the predictions made &éyhbory [Popper,
1994]. A statement in an ontology cannot be false in thises@Rector, 2008],
because ontologies provide the foundation for making apdrteng about ob-
servations in the world.

An ontology can be inconsistent, inapplicable for a spegprfigose, or incom-
plete. It is inconsistent if it contains a contradiction. n8ontologies are
developed for a specific purpose and cannot be applied teréliff use cases
without modifications to the ontology. An ontology is incoletfe if it does
not completely cover the concepts governing one domain aeded in the
intended application of the ontology.

For an ontology to be incorrect, i.e., to contain a falseest&nt, it must be
possible to find a counter-example, i.e., to show that theerstant does not
correspond to reality. Ontologies specify conceptganingsof terms, and
therefore provide the foundation on which true and falséestants can be
constructed.

There are two possibilities how a statement in an ontologybEaconsidered
incorrect. Either a term is not used in the meaning specifietheé ontology
(the ontology does not correspond to the intended meaniraytefm), or a
concept in the ontology does not refer to anything in redlitye ontological
category has no instances). Usage of a term refers to usagéural language.
Therefore, an ontology may label its categories inadetjuads a formal the-
ory, however, it specifies the meaning of terms in a formajlege. Therefore,

| do not consider it wrong to label ontological categoridsitaarily and differ-
ent from their use in natural langu&gel consider concept labels and their

2| take ontologies to represent concepts, not terms or tiseige in natural language.
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synonyms as being outside of the ontology. Alternativdtg tormal repre-
sentation of a category in the ontology may not correctlytwapits intended
meaning. | consider this as a case of incompleteness of tiodogy, because
the intended category is not yet included.

On the other hand, concept may not refer to anything in seak., there may
be no instances of a category defined in an ontology. Agaonsider the ques-
tion of whether a category specified in an ontology has irt&gsin most cases
as being outside the realm of ontology. An ontology specifag a term refers
to reality. Reality may be contingently structured in suchayhat nothing
falls under this meaning. This, however, does not invadidae specification
of this meaning in the ontology, as long as ipisssiblefor a category to have
instances. An example of such a categoryigcorn. Unicorns do not exist,
but they could exist. Therefore, th@eanings valid andUnicorn can therefore
be a category in an ontologynicorn's lack of instances is a contingent fact.
In my view on ontologies, contingent existence is outsidemblogy. As a
corollary, ontologies rarely contain existential statemd&he only exceptions
are existential statements for entities which necessexibt, such as the empty
set0 or the number 0.

2.2.2 General Formal Ontology

The General Formal Ontology (GFO) [Herre et al., 2006] isranfa founda-
tional ontology developed by the Onto-Med Group at the Unsitg of Leipzig.
It is the successor of the General Ontological Language (Giject [Heller
and Herre, 2004]. The GFO is based on principles taken frompcder sci-
ence, logics and philosophy.

13
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Figure 2.2: The taxonomic tree of the GFO.

Basic taxonomic structure
Categories

The basic taxonomic structure is illustrated in figure 2.ZLBe top-level dis-
tinction is between set and item. Sets are extensionallpe@fentities of set
theory. They satisfy the axioms of classical set theory sagthe axioms of
ZFC [Zermelo, 1908]. All entities that are not sets are co@i®d items. Items
are further divided into categories and individuals. Categoare entities that
are general in reality. They can be instantiated, i.e.,ipateld of things. Indi-
viduals are items that cannot be instantiated. Exampleatefjories arédpple
House Marathon the letterA and Unicorn. The GFO distinguishes several
types of categories. One distinction pertaining to categois made based

14
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Symbol_structure

Figure 2.3: The categories of the GFO.

on the kind of instances categories have: there are caésgofiprocesses, of
properties, of invididuals and of categories. Categoriesrat restricted to
first order categoriesvhich have individuals as instances, but the GFO permits
higher order categories with categories as instances. tAdudistinction can

be drawn between the types of categories: universals, ptg)cgymbols and
levels of reality. Universals are similar to Aristotelianiversals in that they
existin re, concepts are mind-dependent entities, while symbolsinegon-
ventions and possibly social facts for their existence §&al999]. Figure
2.2.2 shows the category part of the GFQO’s taxonomic tree.

| will use the more general term “category” throughout thisdis, except when
| address explicitly mind-dependent entities or symbols.

Levels of Reality

The GFO includes a theory of levels of reality, illustratadigure 2.2.2. The
first well-developed theory of levels of reality can be tidback to the philoso-
pher Nicolai Hartmann [Hartmann, 1942], and has been coatisly devel-
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oped further [Poli, 2001, Gnoli and Poli, 2004]. Two priraliy different ways
of defining levels of reality have been proposed, one baséateraction of ob-
jects orindividuals the other taking a categorical approach.

The first approach to the problem of levels of reality assualesel of reality
to be defined by objects of a specific kind and their interastid-or example,
atoms and their interactions form one level, while molesalad their interac-
tions define another one. The relationship between atomsnatetules is an
inter-level relationship. As Poli [2001] points out, prebis arise when lev-
els are not ordered in a linear hierarchy, but non-lineati@hships between
levels are permitted.

Therefore, the second option defines levels of reality a®apyfor system) of
ontological categories, and this is the approach takenar@RO. A level of
reality is a system of interrelated categories, and thd lesedf is captured by
means of a higher-order category of which the categorielseolevel and their
interrelations are instances. Levels themselves may bgdtated in particular
ways [Poli, 2001]. In particular, the categories of a higlesel may depent
on the categories of a lower level.

Three major levels of reality, calledintological strata can be distinguished:
the material stratumthe mental opsychological stratunand thesocial stra-
tum [Herre et al., 2006]. Each of these is further organized sublevels,
where scientific fields like physics, chemistry, or biologgyde starting points
for identifying such sublevels.

3The dependence here is not existential dependence, biteanas yet not further analyzed,
form of dependence between categories. For example, thgargtvioleculedepends on
the categoriestomandCovalentBond
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G
)
Ontological_level

Figure 2.4: Levels of reality in the GFO.

Social_stratum

Individuals

Individuals are entities that cannot be further instaatiat The GFO distin-
guishs three types of individuals: abstract individuatsaete individuals and
space-time individuals. The latter are the building blookspace and time:
time points and intervals, chunks of space and their boueglaConcrete in-
dividuals are located in space and time, while abstracviddals are not. Ab-
stract individuals are things like the number Otor Examples for concrete
individuals are the Ironman 2007 in Hawaii, the Eiffel toveeMNapoleon.

An alternative way for dividing individuals is between degent and indepen-
dent individuals. Dependent individuals ametologically dependerdn some
other entity [Correia, 2005], while independent individsiate not. The GFO
considers substances and processes as independentfipsoged some roles
as dependent entities. Time-boundaries are dependentioteaval, and spa-
tial boundaries are dependent on a chunk of space.

17



2 Background
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Figure 2.5: Two chronoids with coinciding time-boundaiiethe GFO.

Space and Time

The model for space and time used in the GFO is based on thaehex

the philosopher Brentano [Brentano, 1976]. Fundamental énigies in the
GFO are callecchronoids A chronoid is a connected, temporally extended
region of time. Every chronoid gives rise to two time boumegrits left and
right time boundary Time boundaries are dependent on chronoids, and they
are not temporally extended. Boundaries of different chigsmaycoincide
Coinciding time boundaries aed the same timebut distinct. | will call two

or more coinciding time boundariesteme point Figure 2.5 illustrates the
relations between two chronoids whioteet[Allen and Hayes, 1989].

The theory of space in the GFO is also based on Brentano’s waiksoids

are connected regions of space. Topoids have two-dimexdsomundaries
(areas), which have one-dimensional boundaries (lineBj¢chwin turn have
zero-dimensional boundaries (points). Boundaries of theesdimension may
coincide.
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continuous_procesy

instantanuous_changke continuous_changg discrete_procesy

Figure 2.6: Basic classification of processes in GFO.

processual_role

Presentials

Presentials are individuals that exist at exactly one timendary. They are
wholly present at the time at which they exist, they do noehamporal parts.
The notion of a presential is rare in formal ontology, andegponds to one
aspect of endurants or continuants. It is, however, notvatgnt to the notion
of endurant. Presentials do not persist in time or changepheperties. They
exist at a single time boundaries and are not present at &gy bine. Per-
sistance through time is analyzed by means of a special tiypategory, the
persistant, and an abstract individual, the perpetuaet ¢setion 2.2.2). An
example of a presential is a specific apple at a specific timadbary.

Presentials depend for their existence on processes. ficylar, a specific
apple is not uniquely determined by a point in time (apprated by two co-
inciding time boundaries), but rather by a time boundarye Time boundary
starts or ends a chronoid, and is existentially dependerit @nce processes
are framed by chronoids, presentials can be associateddegses. In a sense,
processes are considered ontologically prior to predsntia
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Processes and Occurrents

Every concrete individual that is not a presential, i.eat ttloes not exist at
exactly one time boundary, is@ocessual entity A processis a temporally
extended independent individual. Processes have tenpamtal Processes are
framed by a chronoid, they have a duration.

When considering two different time boundaries, the categbichangecan
be defined. Annstantanuous change determined by two coinciding process
boundaries, that differ in at least one catedorfigure 2.2.2 shows GFO’s
classification of processes.

Relations and Properties

Properties and relations are concrete individuals. Pti@satepend on a bearer.
Relationships can be consideradiry properties that inhere in multiple enti-
ties.

Propertiesnhere in their bearers. To analyze, for example, the property of an
apple’s being red, four entities are relevant: #@plecategory, the individual
applea, theRedcategory and the individual The individuala is an instance

of Appleandr is an instance oRed The property inheres in the apple.

Relations are individuals: they are “the glue that holdsghkitogether, the
primary constituents of the facts that go to make up realityhe relata of
a relation participate in the relation in different ways.eféfore, relations are
divided into relational roles. Relational roles are indiuadk, and are dependent

4In the sense that an instance of a category is present at omeléxy but not at the other or
vice versa
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on a player and a context: an entéylays a roler within a relationt [Loebe,
2007].

Identity in GFO

Based on the GFO’s model of time, presentials exist at exaa#ytime bound-
ary. To analyze that some entity persists through time, ithaiaintains its
identity, presentials are not sufficient. The GFO uses a @frabstract individ-
uals namegberpetuantsogether with processes to analyze persistence through
time. Perpetuants are abstract individuals that are ahsing of only the iden-

tity phenomenon. Thegxemplify presentials that are identical with respect to
a perpetuant. In addition, a process that has as partiaahtdhese exempli-
fied presentials captures the dynamic aspect of the persestd the object.

As example | use the famous Theseus’ paradox. It is sketchieglire 2.2.2.

The ship wherein Theseus and the youth of Athens returneal fro
Crete had thirty oars, and was preserved by the Athenians down
even to the time of Demetrius Phalereus, for they took away th
old planks as they decayed, putting in new and stronger timbe
in their place, insomuch that this ship became a standinghexa
ple among the philosophers, for the logical question ofghitnat
grow; one side holding that the ship remained the same, and th
other contending that it was not the same.

Plutarch, “Theseus”.
Example 1. The presential sis the ship of Theseus at time boundary $
is exemplified by two perpetuantg, &d $. S exemplifies the presentials, s

4, S5 and g, while S exemplifies the presentials, S5, s7 and $ at the time
boundaries 4, t3, t4 and &. All these presentials that are exemplified hy S
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Figure 2.7: lllustration of modelling Theseus’ paradoxhe GFO.
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instantiate the Ship category. The presentials exemplifye® are collections
of planks. They instantiate the Ship category only a@rtd & (the presentials
s1 and 9).

In addition there are two processes, and . p1 has as its only participants
atty, to, t3, 4 and & the presentialss &, &4, s and g respectively, while the
process p has as its only participants at these time boundarigssg s, s7
and g.

For the perpetuant £ the mereological theory of identity holds: the identity
of the object depends on the identity of its parts. Perpdt@&aremploys no
such principle; although its parts change continuouslyd alue to this fact
the presentials that are exemplified by &ange properties, all presentials
exemplified by Sinstantiate the Ship category.

The GFO explicitly includes identity criteria for objectsused a combination
of perpetuants and processes that connect all presehtibsre exemplified by
a perpetuant. This permits consistently modelling mudtipews on an entity’s
identity within the same knowledge base.

2.2.3 Basic Formal Ontology

The Basic Formal Ontology (BFO) [Grenon, 2003a] (shown in fgRr2.3)
contains categories that always have as instances indigidiihese categories
are provided as a taxonomy with textual definitions. The BFRf@disary dis-
tinction is between occurrents and continuants. Occwsrarg entities that
unfold in time and have temporal parts, while continuanéseattities that are
wholly present at each point in time at which they exist andsigé through
time.
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Occurrents are further divided into processes, fiat progass, process aggre-
gates, process boundaries and processual contexts. S¥e@@s spatiotempo-
rally connected occurrents that have clearly delineatgthbengs and endings.
Fiat process parts are parts of processes that have ndsnatidebeginnings
and endings. Process aggregates are mereological sunscespes. Process
boundaries are instantanuous boundaries of processebeandly kind of oc-
currents in the BFO that have no temporal duration.

Continuants are subdivided into dependent and independetihoants. De-

pendent continuants are existentially dependent [Cor2€@5] on another en-
tity, while independent continuants are not. Independentiguants include

objects, object aggregates, object boundaries, fiat oppats and sites. Ob-
jects are spatially extended and connected entities trseggss internal unity
and can be delineated from their surroundings. Fiat obgts@are parts of ob-
jects that do not show physical discontinuities from thairgundings. Object

aggregates are mereological sums of objects, object baesd=nstitute the

boundary of objects.

Dependent continuants include realizable entities anditegpsa A quality in-
heres in some continuant entity. Realizable entities are eitherodisions,
functions or roles. A realization of a realizable entity iways a process.

2.3 Biomedical domain ontologies

2.3.1 Gene Ontology

The Gene Ontology Consortium designed the Gene Ontology [&sDpurner
et al., 2000] to address the problem of integrating data éetwhe model or-
ganism databases. Initially, the fly [Flybase, 1999], y§@kerry et al., 1998]
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and mouse [Bult et al., 2008] genome databases participa@®is construc-
tion and used the GO for annotating their data. Nowadayst mapr genome
and protein databases use the GO for annotating data.

At the time of GO’s creation, the biological databases usiéerdnt, non-stand-
ardized terminology to describe the features of a gene ona geduct [Bada
et al., 2004]. Due to the large number of homologogsnes in different or-
ganisms, the gene products in different organisms shargasior identical
functions, participate in the same kinds of processes andrdn the same
parts of cells.

The GO consists of three ontologies that describe the hicdbgrocesses in
which a gene product or group of gene products may partijpia¢ molecular
functions it may have and the cellular components in whighaly be active.
These ontologies contain a set of categories and relatietngelen them. Orig-
inally, two relations were used in the G@3:a andpart-of. Later, they were
extended by a group oégulatesrelations.

The GO is used to annotate gene products or groups of genagtsodThe
annotation of a gene product to a process, function or coemgocategory
essentially means that the gene product can participabeikibd of processes,
has the kind of function and can be located in the kind of cathponents to
which it has been annotated.

Molecular function

The GO websittdescribes the Molecular Function (MF) category as:

SHomology refers to a similarity due to a common evolutiontaistory.
Shttp://www.geneontology.org/
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biological process)

Figure 2.9: The top-level of the GO’s Biological Process wuy.

The functions of a gene product are the jobs that it does dathike
ities” that it has. These may include transporting thingsuad,
binding to things, holding things together and changing thireg
into another. This is different from the biological proocesshe
gene product is involved in, which involve more than onevétgti

Therefore, molecular functions are often basic, “singép’s processes that
cannot be further divided into sub-processes. As a conseguée molecular
function ontology uses only the-arelation, but not thg@art-of relation.

Biological process

The Biological Process (BP) ontology (figure 2.3.1) of the Gé&ssifies pro-
cesses. A process is understood as a sequence of eventecoutaofunctions.
Processes are assumed to have a definite beginning and déederfici Parts of
processes can be distinguished. Therefore, the BP ontokxg/hoth thés-a
and thepart-of relation.
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Biological processes maggulate other biological processes, molecular func-
tions or biological qualities. According to the GO, a catggof biological
processe® regulatesanother category of processRsff every instance oP
modulates the occurrence of instancefoP regulatesa category of proper-
ties Siff every instance o modifies thevaluesof some instances @& As

a result of this definition, two sub-relations i&gulatesare used:positively
regulatesandnegatively regulates

Cellular component

The Cellular Component (CC) ontology of the GO contains categqgréertain-
ing to parts of cells, including encapsulating structurggmal to a cell such
as cell walls. On the lower end of the granularity scale, iitams complexes
of gene products as components, but not individual geneugtedIts purpose
is to describe the locations at which gene products areectiv

2.3.2 Anatomy and Development

The Common Anatomy Reference Ontology (CARO) [Haendel et AD/P
is a species-independent ontology for the anatomy domais.blased on the
most general categories of the Foundational Model of Angt(ifivIA) [Rosse
and Mejino, 2003], and is intended to be used as a commoretabfbr all bio-
logical anatomy ontologies and a template for the developienew anatomy
ontologies.

The CARO's basic taxonomic structure is shown in figure 2.3BI# top-level
entity is Anatomical entity with Material anatomical entityand Immaterial

28



2 Background

Cportion of cell substance_'-:-
S Snin
isma—""

B

—~ e —
/ Cmulti-tissue structure’ B
S e
V- Sl : / =
o s —

’ organism subdivisi

P ical ‘,—b
(
_::HBT?IUITIIKB urO_l_IE__
- = =

/A cell B

iﬁ/j__ e

__'extraembryonic structure’

o L T A
“material anatomical entity <=8 "anatomical SIFU(U”E':X_

— - " ——
7 —— i cellular anatomical structure’ B
~is-a TE it
2
; ( D

——— —
R multi-cellular arganism’ b
is-a — S

isoa”

o ~
; : Sy 7 i
:l____ajatnmlcal entity’ atomical space’ L

— < i s T

“anatomical point ) | \
— | i =
| ompound organ’ b
-_’;anatomi(al surface’ - ==
ko g =
— { 'cell space’
— i i

P oo
__‘anatomical line

Figure 2.10: Top-level of the Common Anatomy Reference Ogio(€ARO).

29



2 Background

anatomical entityas sub-categories. Anatomical entities are either whgjarer
iIsms or entities that structurally organize an organismméaterial anatomical
entities have no mass. Examples for these are cavities atidos. Material
anatomical entities are either anatomical structures dy substances. An
example for a body substancelUsine. Among material anatomical entities
areOrgars, Cells, Tissus or Cell componerst The anatomical entities in the
CARO are related bis-aandpart-of relations.

Domain-specific anatomy ontologies are embedded in the CARQeblar-
ing their top-level categories to be sub-categories of CAR@gories. Al-
ternatively, more complex definitions or restrictions cagiven for a domain
anatomy ontology’s top-level categories, and using thegmates of the CARO.
By providing a top-level structure for anatomical entitidsee CARO can also
serve as a template for the development of new anatomy @islo

Organism development is often included in anatomy ontel®giuch as the
Plant Ontolology [The Plant Ontology Consortium, 2002]. he tlescription
of an organism’s development, the life cycle of an organisndivided into

stages. The life of the organism is considered to be a prpaesisthe stages
are part of this process. Relations between developmerdaégses include
part-of and temporal ordering relations among development stages.

A developmental anatomy combines development stages atdnaical parts
present at these stages. Some anatomical entities exystionhg some de-
velopment stages, and change into other anatomical enditieng continued
development. These are related usingdbeelops-fromrelation. Anatomical
parts carparticipate in some development stages.
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Figure 2.11: Top-level of the Celltype Ontology.

2.3.3 Classifications and Taxonomies
Celltype

The Celltype Ontology [Bard et al., 2005] provides a clasdifceof celltypes,
starting with the top-level clagSell. Cells are subdivided into cells occuring
naturally in organismsCell in vivo) andexperimentally modified csll Exper-
imentally modified cells are either cells in a cell line or joqmasts.

A protoplast is a cell after removing its cell wall.
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The Cell in vivo category employs several structuring axes. One axis distin
guishs cells by the kinds of organisms in which they occuhegiprokaryotic

or eukaryotic. Other axes include the function of a cell,aai¥s histology, the
number of nuclei in the cell, the cell’s ploidy and the celifgage.

The top-level categories of the Celltype Ontology are itatgd in figure 2.3.3.
Within the Celltype Ontology, the only kind of entity considd are cells. The
various axes used to distinguish among kinds of cells arexicitly defined,

and the entities that are used in these axes not expliciflpetteither. Some
of these, such as cell functions, currently cannot be fonrather biomedical
ontologies, while some properties such as ploidy are iredud other ontolo-
gies.

The structuring relations in the Celltype Ontology &-@ anddevelops-from
The develops-fromrelation is a relation between two types of cells where in-
stances of one cell type always develop out of instancesedittier cell type.

Organism Taxonomy

Multiple organism taxonomies are available, the largestdéhe NCBI tax-
onomy [Wheeler et al., 2004].The major difficulty in repretsegm organismal
taxonomy is representing the relations between categonekfferent catego-
rization levels oranks. Ranks are categories suctSgeciesGenusFamilyor
Kingdom Several options for representing the classification o&nigm types
in ontologies were proposed [Schulz et al., 2008].

The Teleost Taxonomy Ontology (TTO) uses a relatias-rank to relatecat-
egoriesdirectly to their rank. This relation asserts propertiesategories, and
is not reduced to a relation between individuals. Biologieaia are related
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by theis-a relation, and the different levels of these taxa assertetyube
has-rank relation.

For example, gentoo penguins (species) belong to the fé@piheniscidaghe
classAvesin the kingdomAnimalia According to the schema used inthe TTO,
these relations are represented as follows:

iSA(GentooPenguiss pheniscidage
iISA(Spheniscidag\ves
iSA(AvesAnimalia)
hasRankGentooPenguifs pecieg
hasRankS pheniscidad-amily)
hasRankAvesClass
hasRankAnimalia Kingdom)

In addition, the taxonomic ranks are not part of a taxonontglogy itself, but
maintained separate (in a TaxonRank Ontofdgyhe relation between taxo-
nomic ranks is theank order relation. The relatiomank order is transitive
and antisymmetric.

2.3.4 Qualities, Properties and Phenotypes

There are two approaches to representing phenotypes. $his fmplemented
in the PATO ontology, which is an ontology of phenotypic dtes. PATO

is an ontology of properties organized in a taxonomy. Thennaxies used
in this classification are whether or not the properirdsere in an object or

8https://www.nescent.org/phenoscape/Taxonomic_Ranks
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process, whether the quality is relational or monadic andthdr the quality
has quantitive values or qualitative ones.

Monadic qualities inhere in exactly one entity, while redatl qualities inhere
in multiple entities at the same time. An example of a mongdatity isColor,
while a relational quality ig-lavor which inheres in some entity and must be
perceived by another.

PATO combines qualities with their values. Qualities suelalor and values

such aRkedare both included in the same taxonomy, &wstlis a sub-category
of Color. To distinguish between qualities and values of quali@esotation

properties in OWL or the OBO Flatfile Format are used.

The Cereal Plant Trait Ontology (TO) [The Plant Ontology Catism, 2002]
(figure 2.3.4) uses a different method to represent qusilitiecontains a clas-
sification of traits or properties and rarely includes theperty’s value$ The
TO also includes complex properties, i.e., propertiesahgpart of other prop-
erties. For examplé;rain thicknesss apart of Grain sizein the TO.

The Mammalian Phenotype Ontology (MP) [Smith et al., 20q&giire 2.3.4)
is used for the description of mutant phenotypes of micerimarily contains
categories for the description of abnormal phenotypesséd laee described by
reference to an anatomy ontology.

The categories of the MP are derived from reified relatiortse ihstances of
the MP categories are entities exhibiting a property ordtanin relation to
another entity. An example is tidsent tailcategory, which describes a mouse
without a tail. Every instance @fbsent tailhas no instance dfail as part.

As a corollary, three kinds of representing phenotypes @distinguished:
the first combines properties and their values in a singlertamy and uses

9Examples of values that are included in the TO@méryolessandvivipary.
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Figure 2.13: Top-level of the Cereal Plant Trait ontology.
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the inherence relation to relate them to their bearers;dbersl classifies traits
without their values, and describes the constitution o$é¢hieaits by means of
its parts, which are related to their bearers by the inhereslation; and finally,
reified relations are used to form categories that are paezgticof bearers of
qualities.

2.3.5 Experiments

The Ontology of Biomedical Investigations (OBI) and the Oagyl of Scien-
tific Experiments (EXPO) are specifications of the domainocirstific experi-
ments. The EXPO is based on the Suggested Upper Merged gn({&@oMO)
[Niles and Pease, 2001], while the OBI is based on the Basic &ddmtology
(BFO) [Grenon, 2003b].

The EXPO extends the SUMO by categories pertaining to agtiptans or
hypotheses that are used within a scientific investigatibrs applied for de-
scribing experiments performed by the Robot Scientist [&olh et al., 2006].
The EXPO defines several sub-relations of tlas-part andhas-attribute re-
lations and uses them to define its classes. The EXPO is ¢mektlio the
OWL-DL language. It is not widely used and contains sevegithl inconsis-
tencied?.

The OBI is developed as a large collaborative project. It donzrovide a vo-
cabulary for the description of all kinds of biomedical atidical experiments
and investigations. The OBI is developed in OWL-DL. Partigital defini-
tions are provided for some categories, but the majoritgfgéd using natural
language.

10The inconsistencies are present in version 2 of the EXPQamyolast accessed on Dec 2,
2008 fromhttp://sourceforge.net/projects/expo

38



2 Background

The axes of classification in the OBI are determined by itsléopt ontology

BFO. Therefore, the primary distinction is made between weats and con-
tinuants. The occurrent categories in the OBI are a numberaufegs cate-
gories that occur as part of experiments. They include éxyatal actions
such as the administration of substances into somethirfgeantmobilization

of an entity. Other kinds of processes are data tranformstimterpretations
of data, documenting or planning of processes.

One distinction between processes is between planned ga@&eobjective-
driven processes and spontaneous processes. An objdadtiee-process is
initiated by an agent with a desired outcome, a goal whicb etachieved by
the process. This does not entail a plan. A realization ofaa # a planned
process. Spontanuous processes are processes which améiawed by an
investigator but which are external to the investigation.

Continuants are divided into dependent and independennhcamits. Indepen-
dent continuants in the OBI are material objects and incladegories from
other domain-specific ontologies. For example, anatorstcattures and parts,
chemical entities, organisms and cells and cell comporastsub-categories
of material entities in the OBI. The OBI includes a novel clfsation of in-
struments or other devices that participate in scientifiestigations.

Dependent continuants are existentially dependent orhanettity. They in-
clude qualities, realizable entities and informationfactis. The qualities in-
cluded in the PATO ontology are used in the OBI. Realizabletieatare di-

vided into dispositions, functions and roles. The OBI usdg fumctions and

roles.

Functions in the OBI are specifications of goals. ExampléesideConnection
functionor Cool functionwith the goal of connecting or cooling, respectively.
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The functions included in the OBI depend on the intentiondiefitvestigating
agent, i.e., nantrinsic functions are included.

Roles are used to distinguisiow entities participate in some context. A con-
text is either a social context or a process. Example roleDaung or the
Patientrole.

Information artifactis a sub-category of generically dependent continuants. In
formation artifacts are divided into realizable and noalizable entities. Non-
realizable information artifacts are either digital eéestor information content
entities. Digital entities are collections of bits that darepresented in mul-
tiple physical representations. An example is a specifidemgntation of an
algorithm that is physically present in multiple files. Arfdmrmation content
entity is a piece of data that can be represented digitaliguftiple ways. An
Imageis an example of an information content entity.

2.3.6 Chemical substances

The Chemical Entities of Biological Interest (ChEBI) [Degtyake et al., 2007]
ontology contains a classification of chemicals. Chemicadsaaterial struc-
tures that have parts. The relations used in the ChEBI ontcdogpart-of,
has-functional-parent and a number of chemistry-specific relations such as
is-enantiomer-of

2.3.7 Sequences

The Sequence Ontology (SO) [Eilbeck et al., 2005b] is anlogjoof se-
quences and sequence features. The SO distinguishes heltimels of se-
quences, qualities of sequences, operations on sequemtesquence vari-
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ants. A sequence feature is an extended or non-extendexjizial sequence.
Extended sequences are genes, intergenic regions or segudmpolypeptides.
Non-extended sequences are junctions, boundaries betweesxtended se-
qguences.

Qualities of sequences include whether or not a sequenaeles@ protein,
whether a sequence acts enzymatically when transcribedhether the se-
guence is conserved. Properties that exist by virtue ofemsfc investigation

are included as well, e.yalidatedor Invalidatedfeatures of sequences.

2.3.8 Relations

Several relations are used in multiple biomedical domatologies. The OBO
Relationship Ontology (RO) [Smith et al., 2005a] aims to julevcommon
definitions for these relationships to ease interopetgtbetween the domain
ontologies using these relations. For this purpose, theiR@qes a basic clas-
sification of entities intdndividualsandCategoriesand further into categories
of Continuantsand Processes Furthermore, it introduces basic time entities
together with a linear order between time points.

The RO defines the relations that are asserted to hold dirbetiveen cate-
gories by using relations that are defined to hold betweeivitils. The
common definition pattefA for a relationR(C, D) between categorie8 and
Dis

R(C,D) < vc,t(instanceOfc,C,t) —

. (2.1)
Jd(instanceOfd,D,t) AR (c,d,t)))

UThis patterns is employed for the majority of relations ia RO, but not all. For example,
thetransformation-of relation is defined in terms of identity and instantiatiorstead.
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where the relatiorR is the counterpart of the relatidR but holds between

individuals. This pattern is used for relations betweertiomants. When cat-

egories of processes participate in the relation, the tiamarpeters are chosen
differently or omitted.

The definitions of the relations are given in first order loglBasic axioms
are included. The axioms that are given for the primitivatiehs between
individuals pertain to either transitivity, symmetry oflexivity.

2.4 Upper Domain Ontologies

The majority of biomedical ontologies are domain specifoyering domains
as diverse as organism development, anatomy [Henrich, @04l5], cell types
[Bard et al., 2005], processes, functions [Ashburner e800], roles, path-
ways [Yamamoto et al., 2004], species [Phan et al., 200&nptypes [Smith
et al., 2005b], among others.By contrast, little attentias heen given to the
development of upper domain and core ontologies for bioldgy upper do-
main ontology orcore ontologyis an ontology that formally describes and de-
fines the basic categories within a domain [Valente and Breul896]. Be-
cause a core ontology’s categories are so general, theynaitardo the cate-
gories found in foundational or top-level ontologies. Afiolational ontology
contains categories covering all domains of reality [So2@Q0, Herre et al.,
2006].

One function of a core ontology is to specialize the concepid relations
of a foundational ontology to those concepts that exist iro@main. It then
acts as an intermediate layer between a top-level ontolagly as the GFO
and domain ontologies that use the top-level ontology. Cotelogies can be
used to ease the integration of domain ontologies undeofietel ontology
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by providing additional, domain-specific concepts, or bgliad an additional
layer of restrictions that are valid within one domain, bat another.

A small number of biomedical core ontologies have been dgesl [Schulz

et al., 2006a, Rector et al., 2006b] and they are subjectfereift stengths and
weaknesses. These weaknesses and strengths partiadlyransthe top-level

ontology that these core ontologies use. | discuss only ook sntology, the

BioTop ontology [Schulz et al., 2006a].

2.4.1 BioTOP

The BioTop Ontology [Schulz et al., 2006a] started as a furtleelopment
of the GENIA upper ontology [Kim et al., 2003]. The GENIA uppmtology
is intended for use in semantic annotation of texts in bidlaigtext mining.
Several problems with GENIA's upper ontology have beentified [Schulz
et al., 2006a], mainly related to a lack of formalization lo¢ ttategories used
in GENIA.

BioTop is an upper domain ontology for biology based on theléwpl ontol-

ogy BFO [Grenon, 2003b] and DOLCE [Masolo et al., 2003]. Thatrehs

used in BioTop are those used in the OBO Relationship Ontoldgyg, gpme

additional relations pertaining to a distinction betweefiections and collec-
tives [Rector et al., 2006a], likeas-grain or has-constituent

BioTop is, like GENIA's upper ontology, mainly an ontology cbntinuants:
entities that are wholly present at each point in time at Wiiey exist, and
may preserve their identity through time. Axioms are giverOWL-DL for
upper categories used in biomedical domain ontologiesekample, the cate-
gory Cell is defined as having sont&ytoplasmand noCell as proper part, and
having someCellular componenand soméMlembraneas component.

43



2 Background

BioTop is considered to be applied as an upper level ontologglf ontologies

listed under the OBO umbrella. By providing definitions for eppategories
of these ontologies, it enforces ontological rigor andmafies to eliminate am-
biguities in the use of categories. For example, when twologies include

a Cell category, and both use BioTop for defining tlisll category, interoper-
ability between both ontologies is made simpler.

However, several restrictions on BioTop’s application rernsome introduced
through the use of the BFO as top-level ontology. BFO does ndudie

a means to model categories of higher order (i.e., categthet have cate-
gories as their instances) or to represent abstract enliikie Information or

a Sequence of symbol8oth of these are relevant in the biomedical domain:
Speciescan be considered a category of higher order, which has types
ganisms (likeMus musculusas instances; in bioinformatics, many analyses
and algorithms operate on abstract sequences. Howeventalogical anal-
ysis of the representation &peciesn BioTop has been performed [Schulz
et al., 2008]. Several approaches were considefgmiciesas a category of
higher order, with organism categories as instances; degpSpeciesas a
super-category (vies-a) of organim categorieSpeciess collectives of organ-
isms; Speciesas properties an8peciegepresented as qualia [Masolo et al.,
2003].

BioTop also contains Biomolecular sequenaandBiomolecular sequence in-
formationcategory. While the biomolecular sequence is seen as a ¢ercre
dividual (a molecule), the sequence information is a kindeierically depen-
dent continuad® which is dependent on a sequence (the molecule). It is there-
fore difficult to represent sequences which are not seqeasfeme molecule

in BioTop, i.e., sequences as entities in their own right.

127 is generically dependent dhif, whenever some instanceof A exists, necessarily, there
exists some instangeof B.
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2.5 Ontological methods and principles in

biomedicine

2.5.1 The annotation relation

Biomedical ontologies in the OBO are primarily used to anmotaological
entities across multiple databases. The annotationgalastablishs an associ-
ation relation between a category from an ontology and amédata stored in
a database. The data stored in databases such as the maaetiorgatabases
or the UniProtKB, often refer to categories of genes or pnst&i the sense that
they do not denote individuals but classes or categoriesod®ns or genes.

Annotation is not a well-defined relation, but commonly bBthes an associ-
ation between two categories. However, this associatiotsrbitrary. The
annotation of a protein category with a biological procestegory means that
instances of the protein category can participate in icgsiof the process cat-
egory. Annotation with a function category usually meara thstances of the
protein category have the function to which the proteingatgis annotated.

The annotation relation is accompanied with meta-inforomaabout how the
particular instance of the annotation relation has beemtiited, where further
information can be found, where the analysis has been aaiand which
methods were used to identify the association.

Evidence codes were first used in the annotation of gene pt®dvith cat-
egories from the GO. They represent fastificationsfor including particu-
lar annotations of gene products with ontological categoriEvidence codes
group justifications into experimental findings, findingstigh computational
analyses, publicly stated facts from authors, inferencadenby curators and
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automatically assigned annotations. The evidence codesderdifferent lev-
els and measures of confidence in an annotation, and can deaigkentify
high-confidence annotations for inclusion in further asas;

For analyses, the GO and other biological ontologies emtileyTrue Path
Rule as their only semantic rule pertaining to annotatiomme True Path Rule
states that an annotation is transitive overitia andpart-of relations: ifP
is annotated witlC andC is-a D or C part-of D, thenP is annotated td®.
The True-Path-Rule can be employed to support functiondiyses of gene
expressions or other features of annotated gene produateffet al., 2007].

2.5.2 OBO and OBO Foundry criteria

To support interoperability between ontologies, the Opesntidical Ontolo-
gies (OBO) [Smith et al., 2007] specifies a number of critenat bntologies
included in the OBO must satisfy. Most of the criteria are abaiiteria: open-
ness and free accessibility of the ontologies, clearlynéelied content and
orthogonality of all ontologies included in the OBO, a hetgnouous userbase
and collaborative development. Other criteria are te@lmidteria such as the
use of a common syntax for the representation of the ontedo(gither the
OBO Flatfile Format or OWL), inclusion of definitions for eachne methods
for identifying versions of the ontology, the use of a unigentifier within the
OBO ontologies and the use of the OBO Relationship Ontology ([B@)th
et al., 2005a].

Only the use of the RO employs semantic and ontologicalr@itehile the
other criteria remain technical and primarily social. Astsuthey provide the
foundations for interoperability. Without these criteritiawould be difficult to
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gain access to the ontologies and analyze, modify or usettfodogies. With-
out the requirement for different identifiers, it would béfidult to identify
categories within the OBO because identifiers may overlap. cflaborative
development and orthogonality criteria establish a bamisensus within each
domain for which an ontology is developed and permits thelgpation of
ontologies, as there should be no overlapping content leetvilee included
ontologies. It is an open question whether these criteffaceuio achieve inter-
operability between the biomedical ontologies that aréuohed in the OBO or
OBO Foundry, or if additional criteria must be employed.
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3 The Issue of Interoperability between
Ontology-Based Information Systems in

Biology

The knowable world is
incomplete if seen from any one
point of view, incoherent if seen
from all points of view at once,
and empty if seen from nowhere
in particular.

Richard Shweder

3.1 What is Interoperability?

Ontologies have been proposed as a solution to the problemeobperability

between information systems [Bodenreider, 2008, Noy, 2004¢ assumption
Is that two information systems that share the same ontclogyd therefore
the same conceptualization of parts of reality — will be dblmteroperate (see
figure 3.1). But “merely using ontologies [...] does not rezlheterogeneity:
it just raises heterogeneity problems to a higher level’Zgnat and Shvaiko,
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- A
= =

(@) (b)

Figure 3.1: On the left-hand side of the figure, two informatsystems based
on ontologiesA andB are illustrated together with a communica-
tion channel between them. On the right-hand side of thedigur
ontologiesA and B are integrated into a new ontolo@y that is
used by both information systems.

2007]. With the development of more and more ontologies diffeculty of
achieving interoperability between the ontologies thdwesehas increased.

The IEEE’s definition of interoperability [Geraci, 1991] is

the ability of two or more systems or components to exchange i
formation and to use the information that has been exchanged

This leaves a wide range of requirements for interopetgbilio exchange
information, a physical connection must be present betweernwo systems.
Signals must be encoded in a certain way understandablégtispstems, and
signals of a certain type must have an interpretation shiaydabth systems.
Ultimately, it can mean that it should be possible to coesigdy combine the
conceptual schemata (conceptualizations) of both systepistain the highest
degree of interoperability.

One approach of formalizing interoperability between infation systems was
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Conceptual/ontological

Pragmatic

Semantic

Syntactic

Technical

Figure 3.2: An overview of the Levels of Conceptual Intergdity Model.

developed as a layered model of interoperability. The lew¢lConceptual

Interoperability Model (LCIM) [Tolk and Muguira, 2003, Daobr et al., 2007]

provides a layered approach to understanding interogiydi®tween systems,
as illustrated in figure 3.1.

» Level 1: Technical interoperability is based on a physmahnection
between systems. This connection is used as a communidafras-
tructure. The necessary network protocols are defined. Ample can
be TCP/IP over Ethernet.

» Level 2: The level of syntactic interoperability provid@sommon struc-
ture for exchanging data, such as a common data format oicapph
programming interface. An example is XML.

» Level 3: Semantic interoperability presupposes a comméormation
exchange reference model, a common method for describenghdan-
ing of data. An example is OWL-DL, RDFS or Common Logic.

» Level 4: Pragmatic interoperability means that two systeare aware
of how data is used and how data is processes in the othensyste
example may be two ontology-based information systemsftnatally
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share the same meaning for the catedoeyl, but one uses it only in the
context of eucaryotic cells.

» Level 5: Conceptual interoperability is reached when twatems share
the same conceptual schema, i.e., the specification of tsieagbons
from reality used in the software. This means that they asshmsame
ontological commitment of the information they process.

Interoperability between ontology-based informationteys can be under-
stood in — at least — these five ways. In the first level, datarsstered, usually
in the form of bits, and a physical signal must be transfortodtie representa-
tion of bits. The Internet provides this communication asfiructure for most
ontology-based information systems.

In the second level, syntactic constructs must be recodniZéhis requires
a syntax and a parser for that syntax. There are severaldgegun use by
ontology-based information systems in biology. The mostpnent are the
XML, functional and Manchester syntax of OWL, the XML and N3 1&x of
RDF, the OBO Flatfile Format, comma- or tab-separated valueditel CycL.
Translation between these languages on a syntactic lavel sgraight-forward.
Syntactic translations are defined between the different @A0LRDF formats,
as well as between the OBO Flatfile Format and OWL.

Third, the semantics of syntactic constructs must be razedand represented
adequately within each of the ontology-based informatigstesns. The se-
mantics of ontology representation languages is usualiyel as a model-
theoretic semantics. For example, a model-theoretic stesaior OWL and
RDF is given, and through the syntactic mapping between the GRBGile
Format and OWL, also a model-theoretic semantics for OBO. Idehiheory,
the semantics of a language is defined by recursively magyintactic struc-
tures to elements of a pre-defined mathematical domain. dhdider logics,
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for example, terms (function, variable and constant sysjbate mapped to
elements from a universe, and propositiongrte or false

Semantic interoperability must be distinguished furti@en a model struc-
ture 4 and formulaF and a translation functiotr, several options arise how
interoperability can be understood. In the first scenahie,fnctiontr trans-
lates both2 andF such that:

AEF < tr(4) =tr(F) (3.1)

A weaker form of interoperability that can be establishedgighe functiortr

is based on equisatisfiability: if there is a structe@nd an interpretatiop
which satisfies the formulg, then there exists a structueand interpretation
W which satisfiegr(F). | will introduce a precise formulation of semantic
interoperability between two information systems latangghe notion of an
infomorphism

At level four in the LCIM, the pragmatic interoperability kely the application
and use of an ontological entity within an information systes considered.
For example, the Foundational Model of Anatomy (FMA), Genddlbgy’s
(GO’s) cellular component ontology and the Celltype Ontgloglude aCell
category. Some time ago, these categories were formallstinguishable, but
refered tchuman celleucaryotic celandany cell respectively, in the different
ontologies, because these were, except for the Celltypel@yytodeveloped
for use within a delimited domain. Information systems llase these ontolo-
gies interpreted them accordingly. Transmitting infornimatetween informa-
tion systems based on two of these ontologies may fail whisnpitagmatic
aspect is not taken into consideration.

Finally, conceptual interoperability requires that inf@tion systems use aligned
conceptual models. A conceptual model or conceptualizascconstituted
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by the fundamental assumptions, distinctions and comsgraertaining to the
parts and aspects of reality that govern the structure amaMoeur of the infor-
mation system. A specification of the conceptual model — aology — makes
the intension of the basic distinctions made by an inforamasiystem explicit:
it specifies how an element of a language, how a basic concegiation refers
to reality.

For the purpose of ontology-based information systems]limake use of a
more formal notion of interoperability that is applicabdethe syntactic, seman-
tic, pragmatic and conceptual level of the LCIM. It is more geh, because
it is based on a general notion dassificationthat can be applied to syntactic
structures as well as to elements of reality as modelled mnésiogy.

Schorlemmer and Kalfoglou [2003] recognize that “for twateyns to be se-
mantically interoperable (or semantically integrated)nged to align and map
their respective ontologies such thhé information can flov Consequently,
they use channel theory [Barwise and Seligman, 1997], a mmattieal model
of information flow based on situation theory [Devlin, 19®Brwise, 1988],
for describing semantic interoperability between ontadeg

Following Schorlemmer and Kalfoglou [2003], | representoamology-based
information systentS by an abstract logi€ = (L(£),M(L),=,). It consists
of a set of typed (L), a set of tokend/ (L), and a classification relatige C
M(L) x L(L) which assigns tokens to types. In first order lodi¢L) is a
language over a signatukeandM(£) the set ofz-structure$. The abstract
logic L captures the syntax and semantics local to an informatistesy S:
the syntactic expressions local It are the types ofL, and the meaning of
these expressions is modelled by the way that tokens argfaaso types.

LWorlds or interpretations.

53



3 The Interoperability Problem

AtheoryT = (L(T),Ft) isasetof typek(T), and arelatiofrr C L(T) x L(T).
A pair (I',A) of subsets of (T) is called a sequent. [f -7 A, thenl F1 Ais
called a constraint. A theorV is called regular if for allh € L(T) and alll’,
AN, ZCL(T):

1. Identity:a 1 a
2. Weakening: I -1 A, thenl, " =1 A A,
3. Global cut: Ifl,Zg 1 A, %4 for each partition(Zo, %1) of Z, thenl” -1 A.

A local logic L = (M(L),L(L), =,,F,,N) consists of an abstract logit =
(M(L),L(L),=,), a regular theoryT = (L(L),F,) and a subsell C M(L)
of normal tokens which satisfy all the constraintsTofA tokenf3 satisfies the
constraint” -, A, if whenf3 is of all types of", 3 is of some type oh.

An informorphismf = (f~, ) : L1 — L, from an abstract logia; to the
abstract logic; is a pair of functiond ~ : L(£;) — L((L2) andf~ : M(Lp) —
M(L,) satisfying, for eacta € L(L£;) andb € M(Ly):

F(b) oy aiff b=, £ (a) (32)

An information channel consists of two abstract logigsand £, connected
through a core logi¢ via two infomorphismsf; and f:

i (L)1) —L(C) (3.3)
f 0 M((C)— M(Ly) (3.4)
f7: (L(L)2—L(C) (3.5)
f5 0 M((C))— M(L) (3.6)

This formalism was applied to the problem of ontology aligamhin [Schor-

54



3 The Interoperability Problem

lemmer and Kalfoglou, 2003]. The notion of an infomorphisragents a for-
malization of interoperability that is independent of tleed logic, or whether
the interoperating information systems use any kind ofddgased formalism
at all. In order to apply the notion of an infomorphism, it igfcient to have
two information systems that use some kind of classifica@reme and apply
it to token from some part of reality. Ontology-based infatian systems use
ontological categories as types, and their instances askbas. In first order
logic, formulas are types and models are the tokens.

| use infomorphisms as a model for interoperability betwegrtology based
information systems in biomedical applications. In thenbéalical domain,
ontologies are often kept separate. Allowing for inforraatto flow between
these applications and between the ontology-based kngeledses is highly
desired for various reasons, which will be discussed in segtion.

3.2 What makes interoperability desirable

To unify the description of a gene’s features such as thegss®s in which it is
involved, biomedical ontologies like the Gene Ontology (G&shburner et al.,
2000] were developed. These ontologies are single-donrdoiagies. They
solely describe processes, functions, locations, typeslbforganism-specific
anatomy or similar.

This description aims to allow an unambiguous descriptiod analysis of
biological data, whenever an information system is ablertegss and under-
stand the ontology or ontologies used in this descriptionsirAple example
of such an information system is the web-based applicatsimgua database
that lists all the cellular locations in which a given genexgressed, and uses
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the GO annotations of genes for this purpose. However, iadditinforma-
tion pertaining to the type of cell, e.g. a red blood cell, #inel anatomy of
specific cell types, e.g. red blood cell’s lacking of a nuslezould be used to
make the query semantically richer: genes which are expddassthe spliceo-
some (a complex within the cell nucleus) should not be inetligs answer to a
query of genes expressed in cells that are known to be red blts since red
blood cells have no nucleus as part. In order to perform cexqplieries across
multiple databases, information flow between these dagshasist first be es-
tablished. When the data is described using different ogie$y the ontologies
must interoperate.

Independently of answering more complex queries, comgittie knowledge
contained in multiple ontologies allows lifting the app@lions using the on-
tologies from data-driven and data-based applicationsmtoviedge-based ap-
plications. While most ontology-based applications in &gyl utilize ontolo-
gies to analyze or describe biological data, knowledgedapplications can
utilize the knowledge contained in the ontologies thenmeelo discover new
knowledge, verify novel findings, or develop hypotheses.

Novel knowledge can be discovered using various kinds at&gnference,
either deductive, abductive, inductive or analogical oea®y. Deductive rea-
soning infers true conclusions from true premises, abdeicgasoning infers
the most likely premise given a conclusion and a set of camgf, and induc-
tive reasoning infers a general principle given a set olviddial facts. Analog-
ical reasoning identifies patterns that are similar to knpatterns [Sowa and
Majumdar, 2003]. These forms of reasoning are suited fdemtint applica-
tions. But all share the property that they allow infering neg¢ non-asserted
and potentially previously unknown, knowledge from a segiwén facts and
constraints. This new knowledge can be utilized for varipugposes, among
others
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to test whether a hypothesis is sound, i.e. whether it adidts ontolog-
ical knowledge (and if it does, which parts of the knowledge)

to generate novel hypotheses,

to verify the consistency of findings (and which parts of tbenalized
knowledge a new finding contradicts), and

to answer extended queries and searches.

Finally, molecular biology is making progress in underdiag the relations
between different domains and different levels of grantylafhe relationship
between a genotype and a phenotype involves several domaihkevels of
granularity within organisms, within habitats and withills. One goal of cur-
rent biological research is to understand these relatipasand ontologies that
describe the results of this kind of research must be ablerttothe categories
and relations of multiple different domains. As biology gresses as a science,
its findings are naturally integrated into larger theorre®Ilving complex rela-
tionships and describing systems instead of individualmaments. The con-
tinuing application of ontologies to describe and commat@gesearch results
must, as a consequence, pay tribute to these more complertagdated de-
scriptions and permit the combination of categories andtiggiships of all
domains of biology. As such, it is not only beneficial to agkienteroperabil-
ity between domain ontologies, but mandatory in order tgokee with the
scientific progress in this field.

Ontologies can not play the role they are intended to playhéunambigu-
ous description of biomedical research findings if they renisolated and
restricted to a single-domain. Several issues still hirtderachievement of
interoperability. The semantics of the representatioguages in which these
ontologies are formalized must be explicated where thigigat the case. In
several cases, the semantics of classical logics does fimeswand a form
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of non-monotonic logic must be used to represent the onyodmgording to
how it is used. Explication of the ontological commitmenthin domains is
required to allow information flow between them. Finallyemdifying the re-
lationships between different domains is the result ofrddie research, and
must be captured to be used in formal semantic systems. Ttieseetion

analyzes these issues for interoperability.

3.3 Problems with Interoperability

3.3.1 Logic and knowledge representation problems for

interoperability

The choice of the logic and knowledge representation fasmainfluences

whether and how interoperability can be achieved. As cldimehe previous

sections, interoperability depends on the ability to usekinowledge encoded
in multiple formalized ontologies for inferences. This supposes that the
underlying logics allow this use; they should be decidathle ¢et of universally
valid formulas should be decidable) and inferences shaoiladztable.

However, most expressive logics are neither decidableraotable. For exam-
ple, first order logics is undecidable [Church, 1936] and ephsatisfiability

in the description logics used in OWL-DL is NEXP-Time complé¢Tobies,

2001]. Nevertheless, these logics are widely used. In jpegdhere are effec-
tive algorithms to decide problems in either logic, due tarigics and opti-
mization techniques [Tsarkov and Horrocks, 2006a, Riazamal\Joronkov,

1999].
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While decidability is a general problem of logics, two prahkeare specific to
the problem of interoperability. First, given a logicand two theoried; and

T, is it possible to construct a theofly= T U T> such that for everyp with
TiE@orTo =@ T = @? This question is the inverse of the modularization
problem in which a theoryl is divided in two theoried; and T, such that
for every@ with T |= @, eitherT; = @ or Tz = @. It is often (but not always,
depending on the logi€) desired thal is consistent.

An example of the first problem is combining two biomedicaladogies, such
as the GO'’s Biological Process ontolody, with the Celltype OntologyJ>.
Since both have disjoint vocabularies, i.e., thgpesare disjoinf, combining
T andT; is trivial: T = T UT,. Then, for everyp; andg, such thatl; - @
andTo - @, T+ @ andT F @. All OBO and OBO Foundry ontologies can be
consistently combined in such a way, because one of theiarfte inclusion
of an ontology in the OBO is the use of unique identifiers fordagegories of
the ontology.

Second, when two ontologies are formalized in differentdeg’y = (L1, M1, =1

) and L = (L2,M2, |=2), the problem of translating from one to the other
arises. The translatiotr should be an infomorphisny = (tr—,tr) such
thattr— : Ly — Ly andtr= : My — My, and for eaclb € M, anda € L1:

f(b) F1aiff b= f7(a) (3.7)

For the purpose of establishing a flow of information betwteories in dif-
ferent logic languages, the ontological commitment oféHaaguages must be
taken into consideration. An ontological semantics [Loahd Herre, 2008]
for these languages permits translations that maintaifatigtiages’ ontologi-

2Their signatures are not disjoint; they share symbols fer¢fationss-aandpart-of. How-
ever, the arguments for these relations in each ontologgtisj@nt.
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cal commitments.

A problem of this kind arises for example when translating @BO Flatfile
Format [Golbreich and Horrocks, 2007] to OWL-DL wice versa Here, the
two logics have different expressivity, and finding an adgguranslation is
not straightforward. Two sub-problems can be identifiecehérhe first pre-
supposes that there is a well-defined semantics for eact ilmglved in the
translation, and these semantics must be reflected in th&ldteons. The other
problem is finding the right semantics for a language wheih susemantics
does not exist or is insufficient. Not every knowledge repnéstion language
can express the same ontological and epistemic distirgctivat are possible
to express in some other languages, and not every semamitiesldnguage
is adequate with respect to how the language is used. Therefas neces-
sary to analyze whether a semantics for a language reflectsitblogical and
epistemic distinctions made by the users of the language.

In biology, the OBO Flatfile Format is the primary languagedusespecify on-
tologies. Historically, the OBO Flatfile Format specified aggr structure, but
no formal semantics was defined. Multiple, sometimes cdimfjcsemantics
for this format were developed, each intended for diffeglications. The
challenge is to find a semantics that resembles how the lgegsgragmati-
cally used to describe biological knowledge in most or adlesa

3.3.2 Ontological issues for interoperability

Apart from logical challenges for interoperability, ordgical issues arise. In-
teroperability between ontology-based information syst@éequires compati-
ble ontological commitments between the interoperatifigrmation systems.
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These commitments are represented in the conceptual sabfemainforma-
tion system. For information to flow, their commitments mhbstevaluated
against the conceptual schemata in use by either informagistem.

Ontology integration

One possibility to achieve interoperability between twtbrmation systems
based upon different conceptual schemata is to merge th&togjies into a

single ontology. This is a strong form of interoperabilityden as ontology
integration [Sowa, 2000], and usually requires extensnanges to all merged
ontologies. Once the ontologies are integrated, howelrerinformation sys-
tems then use the merged ontology, and therefore share e @atological

commitment (see figure 3.1). Information flow is realized #iew of informa-

tion between modulésf the merged ontology.

A special case of integrating ontologies is the ontologicahdation of ontolo-
gies in a top-level ontology.In this case, the ontologiesiusy the information
systems are analyzed with respect to a top-level ontologytlzeir relation to
the top-level categories specified using a method of onicdbgnapping and
reduction [Herre and Heller, 2006]. This leads to ontolegteat are founded
in a common top-level ontology. Information flows betweea tWwo or more
ontologies via a basic core classification which is providgdhe top-level
ontology.

A refinement of this method is to use more specialized ontetogThese on-
tologies are high-level ontologies within a domain. Thegvyile fundamental

3] use “module” here in its general, common sense without digfin One way for defining
“module” is by reference to use within an application: thedule consists of the theory that
is used within the application. The flow of information beemaghese modules is mediated
by common theorems and the use of logical reasoning (dexhydtiduction or abduction).
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types and relations pertaining to the domain. These aredadre ontologies
[Valente and Breuker, 1996].

The categories used in biological ontologies cover the wihahge of cate-
gories found in top-level ontologies. While many biologidamain ontologies
were already analyzed with respect to their relation toléme! ontologies, sev-
eral ontological issues remain open. Many of the open pnoblare related
to controversial issues in the research field of formal @gi&s, such as the
notion of function [Searle, 1997, Wright, 1973, Millikan, 88, of concepts
[Smith, 2004] and sequences [Herre et al., 2006], of categ@nd instanti-
ation [Loebe and Herre, 2008, Herre et al., 2006], granyldRector et al.,
20064a], identity and persistence [Herre et al., 2006, Jsdam and Althoff,
2005], principles of core and upper domain ontologies [WeEeand Breuker,
1996] or representing normality and defaults [Kolovski ef 2006, Rector,
2004, Hoehndorf et al., 2007].

Functions

Functions are an important concept in biology, and they tadiexd in the con-
text of genetics as the functions of genes and gene prodisktdbirner et al.,
2000, Hieter and Boguski, 1997], of cells and celltypes [Msineg2004], or
anatomical parts and organ systems [Albin et al., 1910] thecontext of be-
haviour and social structure [Searle, 1997]. In particuka notion of function
is used in the Gene Ontology [Ashburner et al., 2000], thetypedl Ontology
[Bard et al., 2005] and the ChEBI ontology [Degtyarenko et &07. Sev-
eral authors investigated the notion of a biological fumetin philosophy of
biology [Millikan, 1988, Wright, 1973, Searle, 1997, Hartnma 1966]. The
major divide is between the philosophers who regard funstias emergent
from purely causal properties and interactions, and thiagtphers who see
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functions as inherently social objects, which can only beewstood in a social
context. This influences how functions relate to other mstitsuch as pro-
cesses and roles, and how things obtain a function. Addiliprthings that
are unable to perform their function, that are mal-fundtignare analyzed dif-
ferently in the two alternative ontological views on fumets. An ontological
analysis of functions and the implications of the chosewmhef functional-
ity on current biological ontologies should benefit infotroa flow between
ontology-based information systems that employ the natidanction.

Sequences

The ontology of sequences is another controversial issuenfimlogical anal-
ysis [Pearson, 2006]. Biological sequences play a major irol@olecular
biology, genetics and bioinformatics. They are relatediffent kinds of
molecules (at least proteins, DNA and RNA molecules).An ysislof what
kind of entities sequences are and how they relate to ottigiesrwould ben-
efit the integration of large parts of data in genetics anangeinformation
to flow between ontologies in this field. Ontological choitiest must be ex-
plicitly stated include the existential dependency of ssupes on other entities
(like molecules), whether or not they can be consideredyoaies, what and
how they denote and relate to their referents and what oaldtiey have to
information.

This also tackles the problem of relating sequences andagrtiotheir tokens.
One option is to treat theoken-of relation as a special kind of instantiation
relation. This implies that sequences are categories falienca higher-
order category), and their tokens are instances. Othepappes may consider
sequences to be properties or abstract individuals.
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Higher-order categories

A related but different ontological issue in biology is thestence of higher-
order categories. A higher-order category is a categorythsa as instances
other categories, in contrast to a category that has asgeganly individuals.
An example of a category that can be considdriggher-orderis the category
Species The instantiation hierarchy for the penguin Tweety woubstain:
Tweety:: Penguinand Penguin:: Species Other examples for candidates of
higher-order categories include sequences. Higher-ardi&gories may in-
clude levels of reality, which are included in the GFO, anel @n attempt to
bridge levels of granularity.

Defaults and Exceptions

A further open issue pertaining to ontologies is the probtéraddressing de-
faults and exceptions, idealizations and abnormalitiesilétrseems perfectly
reasonable to state in an anatomy domain ontology for matenice have coat
hair, a tail, two eyes, four legs, all these statements dse fahen interpreted
as “all instance oMousehave as part some instance of“'More correct
would be to state that evegnatomically normamouse has coat hair, a tail,
etc. Itis, however, unclear what kind of ontological entityanatomically nor-
mal mouse is, how it relates to the categMguse how it relates to instances
of the Mousecategory, whether it is existentially dependent on reakemand
similar.

The explicit incorporation of a model of normality or defekshowledge in bi-
ological and biomedical ontologies is required to achieteroperability. For

4More precisely, they are false whtouseis intended to represent the category of all mice,
understood in its usual way.

64



3 The Interoperability Problem

example, interoperability between anatomy and phenotypelagies, or be-
tween phenotype and disease ontologies, requires an enaflyermality and

abnormality. If no principled way for representing defauibwledge is avail-
able, it may also happen that inconsistencies arise whexogies describing
phenomena and ontologies describing defaults are combiiéds issue is

closely related to the choice of the knowledge represamtdtrmalism. De-
fault reasoning is inherently non-monotonic, and a knogtetepresentation
language must be used that supports this.

Persistence

Modelling persistence and change of an object over timeesdés a problem
for which a solution was already proposed in the biomedicahain [Smith
et al., 2005a]. Entities are divided into occurrants andueaiats. Occurrants
are entities with temporal parts, while endurants are whptesent at each
point in time at which they exist. This distinction dates lb&x Lewis [2001],
and is used in the DOLCE [Masolo et al., 2003] and BFO [Greno038D
top-level ontologies. Identity of endurants is often clgselated to the pro-
cesses in which they participate, and interrelating preegsnd objects often
problematic. For example, consider a cell dividing into wedls. The process
starts with one cell being present, and ends with two cebisgmt. Whether
one of the two cells at the process’ end is identical to theatehe process’
beginning, and which of the two cells, cannot easily be anstkeThere are
multiple choices, and no obvious way to prefer one over avoth

A rigorous analysis of the kind of persistence and identityditions employed
in biological and biomedical theories must be performed explicitly stated
to avoid incompatible identity conditions for biologicaltéies. While uniform
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identity conditions for many material objects are emplqyeedntity conditions
for non-material and abstract entities like sequencesiremare difficult.

Core Ontologies

Finally, domains like biology or medicine exhibit their owntological struc-
ture, that distinguishs them from other domains. Onto®giat specify these
domain-specific upper-level concepts and constraints altedoccore ontolo-

gies They can be used to structure and organize domain ontsloglgport

their development by providing principles for classifyidgmain entities and
relating them to other domain entities. Additionally, themg useful to make
the specific structure of a domain explicit. This is helpfubrder to relate it to
other, different domains. A biological core ontology coplavide the means
to situate biological domain ontologies within a wider caxit

Even if all ontological difficulties were solved, there ransga gap that must
be filled to establish links between ontologies of differdamains and levels
of granularity. High-level ontological analyses may padwsia framework for
representing knowledge about how entities in different dios and different
levels of granularity can be relatédl principle. But there is domain-specific
scientific knowledgen the links between different domains. Effective estab-
lishment of the relations between ontologies of differemmdins necessitates
the acquisition of this knowledge.

3.3.3 Knowledge Acquisition

Letting information flow between ontologies that are depelb disjointly re-
quires additional information concerning how the categ®df two ontologies
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are related. The OBO Foundry ontologies are intentioratiiyogonalto each
other. In particular, they do not overlap in their categari@hey are, how-
ever, related. Identifying the kind of relationships betwéwo categories of
different ontologies is not a trivial task. Consider the G8islogical Pro-
cess ontology and the Celltype Ontology. Instances of a oatexf biological
processes may always lecated in cells of a certain type. For example, a
Leucocyte activatioins always located iLeucocytecells. A process may al-
ways have cells of a specific type as participants, Gkggen transportaving
Red blood cellas participants. Certain relations exclude others, whifeeso
relations require the presence of additional ones.

Formally, the need for additional knowledge can be analyaeébllows: let

T, and T, be two ontologies that have no categories in common. For OBO
ontologies, the combinatioh = T1 U T, is consistent. To relate the categories
used inT; and the categories used T, addition theorems must be added
that establish the relations between these categoriesnaflgy the additional
knowledgeSmust be captured such thBt=T; UT,USandT’ is consistent.

The task of identifying these relations is called ontoloigraent or ontology
matching. This alignment can be performed manually by dore&perts. For
each category in one ontology and a fixed relationship or & et of relation-
ships, the expert identifies the categories to which it gandhe relationship.
In addition, the expert may also assert to which categotidsés not stand
in the relationship. Due to the size of the ontologies indmgyl and medicine,
manual alignment by domain experts is both labour-intensaxpensive and
error-prone.

One possible improvement is to utilize the collective powkthe scientific
community within a domain to create these alignments. Whitesns exist
that permit individual, single users to create these @atiips between ontolo-
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gies, it is a challenge to provide community-based toolsifgpsrt the task of
ontology alignment.

Semantic Wikis

Wikis are web-based platforms that permit multiple usersoltaborate on the
acquisition of knowledge. Wikis are collaboratively maimted websites that
permit easy modification and extension of their content flamd Cunning-

ham, 2001]. However, a wiki traditionally contains fregtteontent, i.e., non-
formalized knowledge primarily intended for use by humaerssin addition,

quality of a wiki's content is only enforced through revisgoand modifications
performed by the users of the wiki. The ontologies, howeaer structured rep-
resentations of knowledge that are intended to be used hobgiumans but

also by machines for the automated analysis and retrievaf@imation.

One approach to bridge the gap between wikis and structumredlIkdge acqui-
sition is the use of a semantic wiki. A semantic wiki is a cotleative website
that can be edited and modified by anyone, and that has anlyindeormal
model of its content. Semantic wikis that utilize RDF and OWIdateamodels
have been developed Plkel et al., 2006, Schaffert et al., 2006]. These permit
the representation of structured, formal knowledge in taldio the tradition
free-text content, and the use of this formalized contengéeries and further
analyses.

On the other hand, due to this formal data model, additioifétulties in

maintaining the quality the wiki’s content arise. Due to tbhemal semantics
of the data models, single mistakes may propagate throtghelwnowledge
base and lead to invalid content which result in invalid guesults. For ex-
ample, a single logical contradiction causes every forratse derivable from
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the knowledge base when deduction is used as the form ofdoigiterence.
Therefore, any approach to collectively construct knogéetases must pre-
vent the inclusion of inconsistencies, or provide other msgfar maintaining
consistency. One option to perform this automatic detaatfanconsistencies
is through the use of automated reasoners [Sirin and P2654d).

On top of logical inconsistencies, incorrect knowledgeldde captured be-
cause users of such a collaborative platform conceptualizanain in different
ways, i.e., they do not commit to a common ontology. Fornealisntologies
explicitly specify the conceptualization underlying ate@r vocabulary, and it
would benefit the quality of a knowledge base that is creatednaaintained
by multiple users, if the captured knowledge is consistétit @ common, for-
mal ontology as the foundation of such a semantic wiki. Inj@oction with
automated reasoners, a formal ontology can be used to erdarammon con-
ceptualization for the knowledge captured within such awikaddition, pro-
viding easy access to inferences of these reasoners caimmefpntaining not
only a consistent, but also a correct knowledge base.

Social Tagging

A less powerful but simpler and therefore more easily adbpteproach to
collaboratively acquire knowledge from domain expertdestse of a collab-
orative tagging system in order to harvest information frdomain experts.
Tagging refers to the association of free-text keywords tesamurce, and is
often used by agents for organizing information accorditigesr preferred vo-
cabulary and conceptualization of a domain. Neither the tegt keyword nor
the association relation bear any kind of explicit, presusdi semantics; the
interpretation is left to the tagging agent. Neverthelssts of tags can be ana-
lyzed to reveal parts of the meaning that taggers associttieawag and may
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shed light on the relation between the tagged object andijeetodenoted by
the tag.

Text Mining

Alternatively, completely automated approaches can bd.uU3ge to the large
volume of biomedical literature, a promising method is tee of data or text
mining to extract meaningful biological facts that can bedis align ontolo-
gies. Data mining applies (often statistical) algorithmslatabases or other-
wise available data sources to extract meaningful pattdimsse can, together
with an interpretation that situates these patterns agtiesused algorithm
and a hypothesis, form the foundation of a knowledge baset riiming is a
sub-discipline of data mining, and uses primarily natumabluage texts as data
for analysis. Due to the large amount of published litematiarthe biological
and biomedical domains, it would be beneficial if results loarautomatically
extracted from these texts.

Text and data mining have already been used to identify gdatignments
of ontologies [Ogren et al., 2004]. In general, howeverptogy alignment
through the analysis of texts is not a solved problem. Alg®cHEic sub-
problems arise for analyzing texts in biomedicine and lggloFor example,
identifying gene names or the names of proteins is hard Isecaa unique
nomenclature exists for these types of entities. Devetppigorithms to ex-
tract meaningful biological information from texts wouldrefit the alignment
of ontologies in biology, and therefore the interoper&pbietween information
systems based on these. Other problems in biology and aldghowledge
representation could be automated as well using these dsthoparticular
the annotation of genes and gene products with their funetio
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Logic is the beginning of wisdom,
not the end.

Lieutenant Commander Spock

4.1 Relationships and DAG semantics

The GO was initially represented as a directed acyclic g(Bglt), with edges
labeled eitheiis-a or part-of. Several idiosyncracies were discovered in the
representation of the GO [Smith et al., 2003]. Attempts hvegefore been
made to represent these ontologies in formal languages [\&tra¢, 2003].
Smith et al. [2005a] provides a translation of the OBO DAGS ifntst-order
logic. Golbreich and Horrocks [2007] give a semantics of @RO flatfile
format through a translation to OWL.

The basic intuition in [Smith et al., 2005a] is that the nodea DAG represent
ontological categories, while the edges represent ontbrelations between
these categories. The categories can have instances,araldtions between
the categories express facts about the relations betwedndtances of these
categories. The relations between categories are expligfined using rela-
tions that hold between individuals. For example, iha relation between
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categories is defined as
is—a(A B) < vt,x(instanceOfx,At) — instanceO{x,B,t)  (4.1)

wheret ranges over time pointg, andB over categories anxlover instances.
Thepart-of relation is defined in a similar way as

partOf (A,B) < Vt,x(instanceO {x,A,t) —

(4.2)
Jy(instanceO fy, B,t) A partOf' (x,y,t)))

Here,partOf' is a relation that holds betweémstancegand in this particular
case also between individuals). The OBO Relationship Onyo(&)) pro-
vides these definitions for a set of relationships. In additit gives a number
of basic axioms for these relationships, such as transitnd reflexitivity for
part-of.

A problem with the approach taken by the RO is that it intraafua number of
ontological distinctions on top of the definitions of theaténships. Therefore,
it does more than just providing a clear semantics for thaticeis used in
biomedical ontologies, it gives an ontological interptietaof these ontologies:
it analyzes the DAG structures used in biomedical ontokggng an ontology.
It is therefore not neutral with regard to how ontology coegatconceptualize
the world, but enforces the use of one pre-determined couakgation of the
world. In the case of the RO, the conceptualization is fixedhgytop-level
ontology BFO. As previously illustrated, biomedical domaintologies use
diverse conceptualizations that may not always be companiih this top-
level ontology.

The second kind of semantics that has been applied to previdemal ac-
count of the DAGs that are used to represent biomedical ogits is due to

72



4 Knowledge Representation

Golbreich and Horrocks [2007]. Golbreich and Horrocks [ZJ3$pecifies both
a syntax and a model-theoretic semantics for the OBO Flatfitenkt that is
commonly used to specify biomedical ontologies, and the BA@Gt are repre-
sented using this format. The semantics is given by trangléte OBO Flatfile
Format to OWL-DL. Since OWL has a well-defined model-theors¢éimantic,
the translation of the OBO Flatfile Format to OWL yields a semearfor the
OBO format. is-a-labelled edges between the nodesndD are translated
as
iSA(C,D) «<— CLD (4.3)

while all edges betwee@ andD labelledR (and notis-a) are translated as
R(C,D) «<— CLC JdRD (4.4)

Together with the OWL semantics, this provides a model-thiBosemantics
for the language of the OBO Flatfile Format. However, due touhiéorm
interpretation of the relations between categories aseaxially quantified de-
scription logic statements, it fails to capture the intntiof the ontology de-
velopers in several cases. The most obvious example islét@®rdacks-part
which relates categories whose instances are not part bfather.

Although some biomedical ontologies are now developed@WL, the DAG

representation of ontologies remains dominant in the béhoa¢ domain due
to its widespread use, simplicity, and because it sufficesfiny applications
for which these ontologies are used. However, for interaipiéty between
these applications, a semantic interpretation that gla®élects the intuitions
of the ontology builders must be given. As | have arguedheeiGolbreich
and Horrocks [2007] nor Smith et al. [2005a] achieve thislgihe first gives
a translation to OWL-DL, which does not necessarily refleetittiuitions of

the ontology builders, while the second fixes a particuldaological commit-
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ment which hinders interoperability between ontologiest buith a different
conceptualization in mind.

| propose an intermediate solution, that provides for mgkhre ontological

commitment of the developers of biomedical ontologies iekplwithout de-

termining it in advance. | propose to let the ontology depels that use the
OBO Flatfile Format make their intension explicit whenevesythuse a type
of relation. This can be achieved by either giving an expligfinition of a

relation, or by axioms that describe the meaning of theigelaiThese axioms
can be included with the ontology, or kept in a separate oggolike the OBO

Relationship Ontology.

The translation to OWL'’s abstract syntax for an OBO Flatfilatiehship state-
ment

relationship: relationship-id term-id
is according to [Golbreich and Horrocks, 2007]
restriction(relationship-id someValuesFrom(term-id))

This fixes a particular interpretation of what a relationveEsgn two terms in
the OBO Flatfiles designates. Although the intension of the O\&htion
relationship-id Is not specified, the relationship represented in the OBO
flatfile, as a relationship between two terms (which represategories), is
defined using a new relationship between the instances &¢ ttegegories; and
this new relationship is used in an existential statement.

A minimal extension of the current OBO flatfile semantic, that permits
the translation to the decidable logics OWL-DL or OWL 1.1, isndude the
OWL translation of a relationship in thgpedef stanza of the OBO flatfile.
This leads to a modifietypedef stanza:
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typedef-stanza :=
[Typedef]
typedef-TVP
'name:’<string>
[ ]
[ <namespace> |
{ <alt_id> }
[ <def> ]
[ <comment> ]
{ <subset> }
{ <synonym> }
{ <xref> }
[ meta-property-TVP-modified ]
[ 'is_metadata_tag:true’ | 'is_metadata_tag:false’ ]
[ <is_obsolete> ]
[ <replaced_by> ]
{ <consider> }

| definemeta-property-TVP-modified andmeta-property-old

meta-property-TVP-modified :=
meta-property-old | relationship-definition

meta-property-old :=
[ domain-TVP ]
[ range-TVP ]
{ meta-property-TVP }
{ r-isa-TVP }
[ inverse-TVP |

75



4 Knowledge Representation

[ transover-TVP ]
{ relationship-TVP }

One difficulty is deciding on a syntax of the relationship digifon. The re-
lationship that is to be defined holds between two categodlendD. The
translation of this relation must yield a valid OWL expressidn this OWL
expressionC andD are variables that are filled by the actual participants of
a use of the defined relation. Since the OBO Flatfile Formattenofed to

be read both by machines and read by humans, | chose the MaecVvL
Syntax [Horridge et al., 2006] to represent the OWL statem@&atrepresent
both categories as variables, | extend the Manchester OWtaswas well by

?X and?Y constructs.

relationship-definition :=
owldef: " manchester-owl-statement "

manchester-owl-statement is an OWL axiom in Manchester syntax, where
?X and?Y stand forclasslIDs.

The translation to OWL presented in [Golbreich and Horro@k€)7] must be
adapted to translate this new type of statement. Howewendtvly introduced
rule is part of this translation itself: every occurrencelef defined relation is
translated by its definition. This cannot be representetusinon-conditional
replacement function.

If a relationship is not defined by ralationship-definition (but only a
meta-property-old ), the translation function is not changed. Otherwise, the
following translation is used. Threlationship-TVP that occur in gTerm]
stanza withterm-id as ID are currently translated 8sbClassOf(term-id
T(relationship-TVP)) , and the restriction in theelationship-TVP as
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restriction( relationship-id someValuesFrom(term-id))
This must be changed to another translation. Every occcereha
relationship: relationship-id term-id
in a[Term] stanza withterm-id-2  as its ID must be replaced with
MT (Substmanchester-owl-statemetgrm-id term-id-2)).

SubstS, X,Y) is a function that substitutes every occurrenc@Xin S with
X and every occurrence @ in Swith Y. MT(S) translates the Manchester
OWL Syntax to OWL Abstract Syntax

As example, the relatiolacks-part will be defined as follows:

[Typedef]
id: lacksPart
owldef: "Class: ?X SubClassOf: not hasPart some ?Y"

Then, a definition of the categoMouse with absent tais

[Term]

id: MouseWithAbsentTail
name: Mouse with absent talil
relationship: lacksPart talil

The translation function will yield the following OWL AbsttaSyntax for this
statement:

1This translation must be performed to be compatible witrithieslation function defined in
[Golbreich and Horrocks, 2007].
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Class(MouseWithAbsentTail
complementOf(restriction(hasPart someValuesFrom(tail )

The definition of thelacks-part relation can be refined by defining thas-
part relation using aneta-property-old element, i.e., definingas-part as
transitive and symmetric, which influences not only thernmtetation ofhas-
part but of lacks-part as well when the above definition is used.

To specify the intensions of relations used in the OBO FlaEdemat, | have
extended the syntax of OWL by the variabl®s and ?Y. Both are variable
symbols that are intended to represeahcepts To generalize the approach
of defining relations between concepts using this extersi@WL, the OWL
semantics must be extended to include an interpretatiolnesitconcept vari-
able symbols. The semantics of OWL is given in [Patel-Scleretial., 2004,
Baader, 2003].

The semantics of a description logic theory over a sign&urgC, R, A), with

C a set of concept symbols (includingand_L), Ra set of relation symbols and
Aa set of individual symbols, is given by an interpretatiom he interpretation
I consists of a non-empty dgt’ and an interpretation functia¥ such that for
everyG € C,3(Cj) CU’,3(R) CcU’ x U for everyR € Randd(a) c U’ for
everya € A. The interpretation function is inductively extended ie tisual
way. Using standard description logic notation [Baader,3208xamples of
these inductive definitions include:

To=U!

19=0

(AP =U\A®
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(CnD)®=c®nD®
(VRC)®={acU’|vb.(ab) e RR -~ beC®}

(ARC)° = {acU’|3b.(a,b) e R AbeC®}

Using a higher-order logic, the interpretation will mapefreoncept variables
such a€X and?Y to a subset of the powersetdf

3(?X) € P(U)

d(Y) e P’

Universal quantification over these free variables woukhthange over the
full powerset ofU’. In particular, satisfiability of terminological axiomthat
contain concept expressions involvidg or ?Y must consider the powerset of
U’. The use of the powerset in the interpretation yields urttdagiity.

For defining relations in the OBO Flatfile Format using the edesl OWL
statements that | introduced, it is not necessary to useuthpdwerset in the
interpretations of the two concept variables. Insteady#r@able symbol$X
and ?Y can be interpreted with an extension of one of the atomaregusc
from the signature. If X is finite, then satisfiability of terminological axioms
in OWL extended witt?X and?Y will be decidable.

Formally, letT be a description logic theory over the signatbire: (CU {?X,
Y},R/A) and I be an interpretation with the interpretation functid@nd a
domainU’, andP~(U’) = {C®|Ci € C}. Thend(?X) € P~(U) andd(?Y) €
P-(U).

2Terminological axioms in description logics are of the fa@ D or C = D with C andD
being concept expressions,ReE Swith RandSbeing relationship (role) expressions.
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This restriction leads to decidability of the satisfialifiroblem for terminolog-
ical axioms, as long as the signatares finite: satisfiability of a terminological
axiom involving?X or ?Y can be decided by verifying the satisfiability of the
terminological axioms that arise through substitu@Xgand?Y with all atomar
concept symbols ild. Since the signaturg = (C,R,A) is finite, |C|? termino-
logical axioms must be verified for satisfiability to decithe satisfiability of
one axiom involving?X and?Y.

Due to the decidability of satisfiability of terminologicaioms, the definition
schema for relations in the OBO Flatfile Format can be emplay#tk inverse
direction. | described how relations can be defined and Imshated to OWL
according to this definition. Based on these definitions, redations between
categories can be extracted from an OWL knowledge base. fOheye¢hese
definitions can also serve as a method for an extended foreasbning using
the OBO Flatfile Format.

4.2 Semantics for Frame-Based Ontologies

Some ontologies like the Foundational Model of Anatomy (P\Véke being

developed using a frame-based system [Minsky, 1977]. Ceraide research
has been done to provide formal semantics for frame-basstdrag [Lassila
and McGuinness, 2001, Fikes and Kehler, 1985, Brachman ahoh@ze,

1985, Borgida et al., 1989], and for the FMA in particular [Denon et al.,
2005].

The FMA consists of a set of categories and relations betwesm. The re-
lations that relate categories have inverse relations el&fithese are inverse
relations between categories: for two categofleand D, whenR ! is the
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inverse ofR andR(C, D), thenR~1(D,C). These inverses do not translate uni-
formly to instances of the categories, and the definitiores@dta used in the
OBO Relationship Ontology cannot be applied to these. Thetamsehat
parto f(AppendixHuman is, according to the RO, an assertion that all instan-
ces ofAppendixare part of some instanceldtiman This does not logically en-
tail haspar{HumanAppendiy, i.e., that all instances ddumanhave as part
some instance dkppendix In fact, both are very different statements when the
definition schema for relationships used by the RO is employais is particu-
larily important in the case of gender-specific statemeunth sigpartof(Uterus,
Human)

Additionally, a similar problem as in many OBO ontologiessas in the case
of default statements. Many statements in the FMA are noeusally true. It
is not the case that every instance dlamanhas as part aAppendix These
statements must be interpreteddegaults and this must be reflected in their
semantics. | defer this discussion to section 5.3, whichusises the role of
defaults in representing ontologies such as the FMA.

4.3 Annotation relation and semantics

Most biomedical ontologies are developed and applied feratimotationof
biological entities. The annotation relation is usuallyt part of the ontolo-
gies, but an extension of the theories in which they are egae The use of
the annotation relation therefore becomes a problem ohdktg the theory
representing the ontology by additional facts.

In this section, | consider each entity that can be used imantation relation
to be a logical individual (but not an ontological individya.e., represented
by a constant symbol. Then, given a thedryan entityd can be annotated
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to a categonC, T = ann(d,C), it can be provably not annotated@® T =
—ann(d,C), or it can be unknown whether it is annotatedCmr not, T (-
ann(d,C) andT [~ —ann(d,C). As a result, it is possible to define the logical
incompleteness of the annotation as the cardinality of gtéann(x,Y)|T [~
ann(x,Y) andT (= -ann(x,y)}.

The underspecification of the annotation relation does miaiilehat no axioms
can be developed for it. The most prominent example of annaxiwolving

the annotation relation is the True Path Rule [Ashburner.e2800] which
states that annotation is transitive over bista andpart-of.

However, the annotation relation can be ontologically yred and the relation
between the datum annotated and the category to which instated analyzed
and explicated. The next chapter will perform this analysisontological
categories and relations as well as, in parts, for the atinoteelation.
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interoperability

The genius of culture is to create
an ontological system so
compelling that what is inside and
outside of a person are viewed as
of a piece, no seams and patches
noticable.

Richard Shweder

The second major component for permitting information fl@teen ontolo-
gies is the basic conceptualization that is used in the ogie$ between which
information flow is to be established. Ontologies are spmatihns of the mean-
ing of a domain conceptualization. These conceptualiratroay be conflict-
ing in such a way that it is not obvious how a statement madegusne on-
tology can be expressed in the other ontology. Two ontotogiay refer to
the same or similar parts of reality in very different waysusig different
conceptualizations. Statements using one conceptualizaiay carry a lot of
additional information when correctly interpreted wittanother conceptual-
ization.

Consider an example of a protein with a function — e.g., tosjpan sugar
— described using an ontology containing only categorieiinftions. The
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information about this protein is rather limited. Howevbkgving this func-
tion may carry the information about processes — sugar fahprocesses —
and the participants and roles in these processes. They aray informa-
tion about the physical structure of the protein — havingeast a binding site
for sugar molecules. Within a systems approach, it carnsmation about
pre- and post-conditions of pathways or other complex augons. But for
a statement to carry this information, an information flowstroe established
between ontologies of functions and ontologies of procesgeuctures or sys-
tems. Several questions must be answered to establishaiisffinformation:
how do and how can functions relate to processes, to physieaitures, to
other functions or to systems? These are ontological questnd they must
be answered within a general ontological framework.

One solution to achieving a conceptual homogeneity withdomain is the
development of a top-level ontology for the domairccase ontology Core on-
tologies are more specific than top-level ontologies, butengeneral than do-
main ontologies. They provide a conceptual framework ferehtire domain.
Core ontologies can, therefore, be used to make the ontaloghenmitment
of domain ontologies explicit, and integrate them in a teyel framework.

We have developed GFO-Bio to play this role for the biologamhain [Hoehn-
dorf et al., 2008a]. GFO-Bio is a core ontology for biologyttisintended
for analysis and specification of the ontological committagrbiological do-
main ontologies. It contains several basic categoriesatiogls and axioms that
are formalized in OWL and first order logic. However, GFO-Bimtans two
components that go beyond an implementation in OWL or firstidimyic, and
require more elaborate discussion. The ontology of funstend the ontology
of reference models combined with abnormalities are tioeeafiscussed sep-
arately. This chapter starts with an extended discussi@Fa)-Bio and a pre-
sentation of its category system together with its axiontenlthe notion of a
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functionin biology is analyzed, and finally | analyze the role of domamtolo-
gies that form reference models within their domain, andyaeehow they can
be combined with other kinds of ontologies in the framewdric60-Bio.

5.1 GFO-Bio: A biological upper domain

ontology

One approach to achieving interoperability between ogiekis through top-
level ontologies. The top-level ontology can be used to ntakeontological

commitment of the domain ontologies explicit. In additientop-level ontol-
ogy provides a common conceptualization of the most gekerds of entities

in reality.

Categories within a domain ontology can be restricted by medraxioms
using the categories from top-level ontologies. The sistpierm of such an
axiom is the assertion of as-arelation between a domain category and a cate-
gory of a top-level ontology. For example, a domain ontologgy contain the
categoryApoptosis(controlled cell death), a top-level ontology the category
Process The statement tha&poptosisis-a Processestablishes a relation be-
tween both, and enforces the axioms of the top-level cayelgmcesdor the
domain categorypoptosis It is then possible to conclude, for example, that
Apoptosis has a temporal extension, at least one participtm

There are usually multiple categories in a domain ontolegyich are them-
selves related in particular ways, such as forming a taxgnonpartonomy.
It is therefore beneficial to choose the most general caegof the domain
ontology and give axioms for these. The axioms are then itgtealong a
taxonomy, and can be inherited along other kinds of relatemwell. This is
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made easier by a guideline within the OBO ontologies thatlogies should
beis-a-complete, i.e., include explicis-arelations for each category to a com-
mon super-category or a small set of super-categories fSehdl., 2007].

| call an ontology which contains the most general categqréth respect to
a taxonomy) within a domain arpper domain ontologyThe categories in the
upper domain ontology are restricted by axioms, often irfoha of a special-
isation of top-level concepts and additional restrictiofisese restrictions can
be given as explicit definitions [Barwise, 1985], or in thenfioof axioms.

For exampleBiological Processan be introduced using the statement
IsA(BiologicalProcessProces$ (5.1)

Then, a domain ontology which us@sological Processas its most general
category can be integrated with the upper domain ontologydbyingthe do-

main ontology’sBiological Procesgo be equivalent with th&iological Pro-
cesscategory of the upper domain ontology. More informationdded when
Biological Processs defined as a process which has as participant some organ-
ism or part of some organismbecause it permits the derivation of additional
information from the definition.

These principles do not yield a general limiting principte the categories
that must be included in the upper domain ontology; it remarmatter for

the ontology designer to decide which categories are cereidto be general
enough for inclusion in the upper domain ontology. This sieci will depend

on the intended use of the ontology.

One use of an upper domain ontology is the integration ofra¢@d®main on-

11 do not want to make the claim here that this is a good defimiiio theBiological Process
category, but only use it to illustrate the example.
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tologies. Ontology integration is the “process of findingrenonalities be-
tween two different ontologied and B and deriving a new ontologg that
facilitates interoperability between computer systenat #re based on th&
andB ontologies” [Sowa, 2000].

The integration of domain ontologies by constructing anergjomain ontol-
ogy can be performed in several steps: first, the most geth@nahin categories
used in each of the domain ontologies are identifisdcond, partial definitions
for these categories are given using the categories of eev@b-ontology. The
third step consists of establishing axioms for the categantroduced in step
one. For example, biological processes may be requiredve &kleast one
biological material object as participant. The result efpstone to three is the
upper domain ontology. The final step in the integration ahdm ontologies
is the definition of the most general concepts of the domatnlogies (from
step one) using relations and concepts from the upper doomaatogy. This
results in a combined theory consisting of three kinds of aesl one top-level
ontology, one upper domain ontology and several domainogits.

The upper domain ontology, which can be a product of the ratem of sev-
eral domain ontologies, can be further used to guide theteai®n of new
ontologies within that domain. It can serve as a startingpiir the descrip-
tion of further, more specific categories as sub-categafi¢lse categories in
the upper domain ontology.

We developed the biological upper domain ontology GFO-Bias Intended
for use within the Semantic Web [Berners-Lee et al., 20014l thierefore is
formalized primarily in OWL. GFO-Bio extends the top-leveltology GFO

2This is no easy task in itself, and to my knowledge, no prilecipnethod exists to achieve
this goal. Within the OBO, every ontology must have a singlet category (vias-a).
The most general categories can therefore be identifiedy ik ontologies’ taxonomic
structure.
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by categories and relations pertaining to the biologicahdm. In the follow-
ing sections | describe the structure and axioms of GFO-RillowWing the
major distinctions made in the GFO (presentials, occusrant categories). |
conclude the description of GFO-Bio with an analysis of howait be applied
to the integration of domain ontologies.

5.1.1 Biological Presentials

Most presentials that are considered in biology are subgoaites ofMaterial
objecs in the GFO. Important biological material objects @wmanismand
Cell. Both cells and organisms exhibit the propertyatopoiesigVvarela et al.,
1974], which some philosophers suggest as a defining, emgygeperty of the
domain of biology. We included other categories in GFO-Bioguese of their
relation to cells and organism. Derived from @ell andOrganismcategories
are populations of organisms, tissue, cell components amla¥molecules.

In GFO-Bio, Cell and Organismare not explicitly defined or axiomatized.
They are understood as autopoietic systems, systems wigicrganized as a
network of processes which cause themselves. We develapkedmal theory
of autopoiesis, but use the theory provided by Maturana amel& [1980].

The categories of presentials that are elaborated in GFQuRithe categories
Population TissueandCell componentl consider these, together wigtelland
Organism the most important categories for integrating domain logfies.

| consider populations to be homogenuous groups of organiimey contain
as members only organisms of a single species. They are l@mogs in
the sense that all members of a population share a commoenyophich
provides an identity criterion for the population as welbasriterion for mem-
bership in the population. Often, this property is respolesfor limiting the
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gene flow between members of the population and individusiside the pop-
ulation: due to this property shared by the members of theilatipn, they
interbreed more often with other members of the populat@m twith organ-
isms that do not have this property. The kind of property nay\and include
the membership in an ecological niche, the geographicilmtaa specific ge-
netic trait or polymorphism or behavior.

hasMembe(x,y) < hasPar{x,y) Ay :: Organism\ X :: PopulationPres(5.2)

x:: PopulationPres— 35(S:: Species VYy(hasMembeix,y) — y:: S)) (5.3)
x :: PopulationPer p—3P(isa(P, Property) A Yy, z(exhibitgx, y) A
(hasMembety, z) < 3p(p:: PAinheresliip,z)))))
(5.4)

The categoryTissueis similar in some aspects to the categ®gpulationin
GFO-Bio. A tissue consists of a group of cells within an orgamthat share a
common function. Although they are often part of an orgais ihinot neces-
sarily the case, as for the tissB&ood

x:: Tissue— Jy(y:: OrganismA partOf(x,y)) (5.5)

X :: Tissue—3Fvy(partOf(y,x) Ay :: Cell —

(5.6)
3f(f :: F AhasFunctiony, f)))

In GFO-Bio, | define cell components as parts of cells that feveast one
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molecule as proper part. Therefore, they lie between cellranlecule in a
partonomy. It is tempting to require that each componenttrhase some
function, so that the components of a cell are defined notlasany parts of
cells, but as functional sub-units of a cell. In this sensesé components could
be seen as the components that constitute the cell as ano@itosystem.
However, it may well be that parts of a cell are identified ds@amponents
while not having a function, or of which an ontology desigdees not want
to assert a function. It is possible to define the category foinational cell
component as a cell component which has some function, Quirneg that
each cell component has a function is an axiom | find too stfongddition in
GFO-Bio, and it should be included in a domain ontology.

x:: CellComponent-3y,z(y:: Cell Az:: Moleculen 5.7)
partOf(x,y) A properPartOf(z x)) '

This condition differs slightly from the use @ell componenin the GO. The
GO employs the following definition for th€ell componentategory:

The part of a cell or its extracellular environment in whichemne
product is located. A gene product may be located in one oemor
parts of a cell and its location may be as specific as a paaticul
macromolecular complex, that is, a stable, persistentczssmn

of macromolecules that function together.

GO's definition includes entities that lie outside a celldas more general
than the restriction | propose here. My proposal corresptm@O’sCell part
(GO:0044464 ) category.

Molecules such as proteins, amino acids, nucleotides, DNANA molecules
are included in GFO-Bio, too. Their inclusion in a biologiceaitology is less
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well motivated than the inclusion of many of the other categgo However,
modern molecular biology and genetics depend heavily orsthéy of the

function and structure of these molecules and their intenag. Understand-
ing the relation between the information encoded in chafnmaaecules and
the phenomena that can be observed on a macroscopic scae@usof the
most challenging problems of biology today. Itis clear, e@er, that many bio-
logical phenomena can only be understood when informaticih® molecular

scale is taken into consideration.

GFO-Bio distinguishes amino acids, nucleotides, prot@ratein domain, and
the polynucleotide molecules RNA and DNA. The axioms thatimtsiish
them pertain mostly to the parts they have: proteins con$istultiple amino
acids, polynucleotides of multiple nucleotides.

Further presentials that are provided by GFO-Bio Mederial boundaryand
Amount of substrateThese come from the GFO, and are not further extended
in GFO-Bio.

5.1.2 Biological Occurrent

Processual entities complement presentials in the GFChdrG3FO, tempo-
rally extended entities are divided in processes and ontsiréOccurents are
changes, events and histories, entities that are not gaguemporally ex-

tended, but are abstracted from a series of time bound&resesses, on the
other hand, unfold in time and cannot be reduced to a seri@s@boundaries.
Examples of occurrent categories in GFO-Bio include expenits, experiment
actions, chemical reactions and pathways, organism davelot, the develop-
ment of anatomical parts and development stages.
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When modelling a domain, it is often a matter of granularityetiter a kind
of temporally extended entity is a process or an event thairsat an instant.
For example, consider the categd@hemical reaction It is possible to clas-
sify chemical reactions as sub-categories of eifPrcessor Instantanuous
changein the GFO, and neither & priori preferable to the other. For the pur-
pose of a biological upper domain ontology, which is intehttebe indepen-
dent of granularity, this poses a problem. Therefore, wienboth options
are available for a user of GFO-BIio, | declare the correspandategory to
be a sub-category d?rocessual structurenstead of one of the more specific
sub-categorie®rocessor Occurrent Then, both options are available when
extending one of GFO-Bio’s categories with sub-categories.

Experiments

The first, experiments and experiment actions, are phenameinonly of the

biological, but also of the mental and social world. An acti®a directed (goal-
oriented), causal process. The presential that causesdbess throughout its
existence is called the agent. Experiments are actionanthgtconsist of a
series of sub-actions. These categories are not furtheorgsed in GFO-BIo.
An elaborated theory of experiments and their relation tmoas, goals and
objectives will be part of the Ontology of Biomedical Investiions [Whetzel

et al., 2006, Smith et al., 2007].
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Chemical reactions

Chemical reactios are processual structures that can be conceptualized as ei
ther instantanuous changes or as procéssdsey have at least two chemical
substances as participant, which play the roleRe&ctantand Product The
chemicals playing the role of the reactant are transforrmeti¢micals playing
the role of product by the chemical reaction. In general, kimel of chem-
icals playing the reactant and product roles differ becahnsg underwent a
chemical change in the course of the reaction. Thereforbemical reaction
is determined by at least two distinct time boundaries: atfitst, a number
of chemicals playing the reactant role are present, at thenskthe chemicals
playing the role of the product of the reaction; all the paftshe chemicals
playing the reactant role that are atoms or electrons aoepaésent at the sec-
ond time boundary, as parts of the chemicals that play théyataole.

X :: Reactant— x:: Role (5.8)

X :: Product— x:: Role (5.9)

hasReactari,y) —x :: ChemicalReactiony :: Presentiah (5.10)
Jz(z:: Reactani\ roleOf(z x) A playgy, z)) '

hasProductx,y) —x:: ChemicalReactiony :: Presentiah (5.11)
Jz(z:: ProductAroleOf(zx) A playgy, z)) '

X :: ChemicalReactior- x :: Processual Structure (5.12)

3t is better to say that th€hemical reactiorcategory in GFO-Bio is a template for domain-
specific categories of chemical reactions. The categormgtfemical reactions will probably
be conceptualized as either processes or instantanuongeshia any application of GFO-
Bio.
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X :: ChemicalReaction-3ts, ta(tb(t1) Atb(to) A
vy, z(hasReactartk,y) A hasProductx, z) —

at(y,t1) ANat(zt2)))
(5.13)
x :: ChemicalReaction hasReactarik,y) A hasProductx, z) —
Va(partOf(a,y)A
(a:: Electronva:: Atom — (5.14)

dp,t1(p:: Perpetuant\ exhibitg p,a,ty)A
db, to(exhibitg p, b, t2) A partOf(b,z))))

| introduce one further category that is required for madglbiological se-
quences, chemical bonds. | refrain from a detailed anadfsaschemical bond
at this point, as it belongs more to the chemical domain. Heurtl do not
include the dynamic properties of chemical bonds.

X :: ChemicalBond— x:: Relator (5.15)

x ::ChemicalBond— 3rq,rz,a,b(ry # roA
r1:: RelationalRole\r; :: RelationalRole
(a:: Atomva:: Moleculg A (b:: AtomVv b:: MoleculgA
roleOf(rq,x) AroleOf(ra,x) A playga,ri) A playgb,r2))

(5.16)
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bounda, b) —3x,ry,r2(x:: ChemicalBond
roleOf(rq,x) AroleOf(rz,x) A playga,ri) A playsb,rz))
(5.17)

Organism development

Organism developmenind the development of anatomical parts are domains
for which a multitude of ontologies have been developed fidatet al., 2007,
Hayamizu et al., 2005]. They describe how organisms of aatesgpecies
normally develop, usually in terms of the parts they haveaahalevelopment
stage. In GFO, the development of an organism can be anadygztd process
that is associated to the organisr®srpetuant At each process boundary of
the organism’s development, the presential that partiegen the process has
parts. The sub-process of the organisms development irmvithhas a certain
collection of parts or some other features is a developntageswith respect

to this collection of parts.

5.1.3 Biological categories

A feature that distinguishes the GFO from many other topllentologies is
its inclusion of higher-order categories, i.e., categotieat have categories as
their instances. The use for categories in a biological ugpenain ontology
is twofold. GFO-Bio includesSpeciesas a sub-category @ategory and it
includesBiological sequencas a sub-category &ymbol structure
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Species

Species and other biological taxa are higher-order categor GFO-Bio: their

instances are categories of organisms. The instar8pexfiess, among others,
the categorypog, which has individual dogs as instances. Instancé&peties

have as instances only instance©ofjlanism

X :: Species— x:: Category (5.18)

X:: Species— Vy(y :: x — y:: Organisn) (5.19)

Other biological taxa can be represented similarily, tasgiin an instantiation
hierarchy of biological taxa. The problem with such an applois, that the
relation between an individual such as the dog “Nero” angjitscies, fam-
ily, genus, kingdom or domain becomes blurred with everyhier instantia-
tion relation. Also, a query for a list of all biological taxat Nero belongs
to is complicated. The reason for this difficulty is the andinsitivity of the
instantiation-relation. For this purpose, | introduce avmelation :¥ which
represents the transitive closure of thetance-ofrelation:

Xiy— Xty (5.20)

X:FYyAYy iz Xtz (5.22)
VRIVX, Y, Z((x 1y — R(X,Y)) A (R(XY) AR(Y,2) — R(X,2))) —
VX, y(X:Fy — R(X,Y))]

Then, the dog Nero is not an instanceSyecier the kingdomAnimal, but
stands in the relation*:to both.

(5.22)

Other forms of representing species are compatible with BkQas well. In
particular the methods discussed in the comprehensivegaivrepresenting
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biological taxa in ontologies performed by Schulz et al.J20can be applied
within GFO-Bio. The use of the instantiation relation for tlegpresentation
of biological taxa can express the same distinctions as tiner onethods in
[Schulz et al., 2008]. In GFO, instantiation is an explicititroduced relation
that is not equivalent to predication in logics. Therefarse of categories of
higher order does not necessitate the use of a higher orgier lo

Symbols and Symbol Sequences

The second kind of higher-order categories in GFO-Bio aréogioal sym-
bols and sequences. The primitive biological symbols ihetliin GFO-Bio
are either symbols standing for the nucleotidekening Guaninge Thymine
Cytosineand Uracil, or symbols standing for the 20 amino acids that can be
found in proteins. The tokens of these symbols are particatdecules. These
symbols are primitive; they do not have an internal struetur

The theory of biological symbols and sequences that | p@pese is intended
to be compatible with the Sequence Ontology (SO) [Eilbecklgt2005a].
The sequence ontology uses two basic categories in theatbaration of se-
guencesSequencandJunction Both can havattributes i.e., properties. For
example, a sequence may bgeneor abase a junction annsertion siteand
a sequence attribuenzymatic

In addition to these basic categories, the SO introducésatmns of sequences
such as genomeoperations on sequences suckaeteandinsert and events
that change sequenceasitations.

The basic relations used in the SO aEatOf andderivesFrom, as well as
a group of similarity relations between sequencesmologousTq ortholo-
gousTqg paralogousToandnonfunctionalHomologOf.
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Hidden in the definitions of the categories used in the SO arkipte cate-
gories that are not explicated, most notably the notiofwictionwhich is
used in the definition of several categories sucRssudogenand, indirectly,
in the definition ofgene

| provide a characterization &equencandJunctionin the framework of GFO-
Bio, together with a mereological system that is applicablsequences. The
theory proposed here assumes tBatjuenceandJunctionare primitive cate-
gories. In particular, they are not defined, but charactdraxiomatically.

Sequences are linear entities and can come in two facetaeBees can either
have a start and an end point (see figure 5.1.3), or form sirdee figure
5.1.3 and 5.1.3). There are sequence atoms, which | calitpréniiological
symbols. Primitive biological symbols have no proper segeearts.

Sequences can have boundaries, but not necessarily diraldy. The bound-
aries cannot always be divided into a start and an end. For B&tiences,
a direction can be established, from tfige prime untranslated regioto the
Three prime untranslated regiorHowever, the general theory of sequences |
propose here uses no such directionality, and it shouldtbednced at a later
stage as extension of the theory.

The theory is based on these primitives: the categ@egof biological se-
guencesJunof junctions,Mol of molecules, and the relatios®O (sequence-
part-of), PO (part-of),binds, :: (instantiation) petween end andconn.

The first part consists of axioms that ground sequences ahecoies in the
GFO, and restricts the arguments of the relations. Addilignan axiom re-
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Figure 5.1: The pGEX-3x plasmid cloning vector is an exangdl@an entity
which exhibits a circular sequence.

quiring all sequences to have only molecules as instangéesasluced.

Seqx) —x:: SymbolStructure (5.23)
Jun(x) —x:: Abstract (5.24)
Mol (x) —x:: Presential (5.25)
sPQx,y) —Sedx) A Sedy) (5.26)
PO(x,y) —Mol(x) A Mol(y) (5.27)
bindgx,y) —Mol(x) A Mol(y) (5.28)
Sedx) —Vy(y:: x — Mol(y)) (5.29)

As a corollary of these axioms, sequences, junctions andeulgs are disjoint,
because symbol structures, abstract individuals and piateare disjoint in
the GFO.

The relationsPO is a parthood relation that holds for sequences when one
sequence contains the other as a sequence motif. It satefliegvity, transi-
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Figure 5.2: An illustration of the structure of DNA molecsleAttached to the
backbone are nucleotides, which form a linear sequence.
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Mature Reviews | Genetics

Figure 5.3: An illustration of the structure of a mitochoiadr genome (from
[Taylor and Turnbull, 2005]). The genomes of mitochondnia a
examples of circular sequences.

tivity and antisymmetry, and therefore forms a partial orde

sPQx,y)AsPQly,z) — sPQ(x,2) (5.30)
Sedx) —sPQ(x, x) (5.31)
sPQX,y)ASPQY,X) — X=Y (5.32)

Next | define the relatiosPPO (proper sequence part) and the category of
primitive biological symbolsRBS as well as thesoverlap andsdisjoint rela-
tions:

sPPQx,y) «<>SPAQX,Y) AX#Y (5.33)
PBSx) «»Sedx) A —3y(sPPQYy, X)) (5.34)
soverlagx,y) «»3z(sPQ(z,x) AsPQzy)) (5.35)
sdisjoint(x,y) «<»—soverlagx,y) (5.36)
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Sequences consist entirely of atoms with respect to théaelsPO. The fol-
lowing two axioms require that all sequences have atomsrasgal that they
are constituted of only atoms.

Sedx) —3y(PBSy) AsPQ(y, X)) (5.37)
Sedx) ——3y(sPPQYy,x) A Yu(sPPQu,x) APBSu) — sPQu,y))) (5.38)

The relationsPO satisfies both the weak and the strong supplementation prin-
ciples [Guizzardi, 2005].

sPPQXx,y) — Jz(sPQzy) A sdisjoint(z X)) (5.39)

-sPQ(x,y) — Jz(sPQ(z x) A sdisjoint(z,y)) (5.40)

Next, | restrict the arguments for theetweenandend relation, and introduce
the relationin through an explicit definition.

betweelj, p1, p2,S) —Jun(j) APBSp1) APBS p2) A Seqs) (5.41)
end j, p,s) —Jun(j) APBSp) A Seqs) (5.42)
connj1, j2) —Jun(j1) AJdun(j2) (5.43)

in(j,s) <>3pa, p2(betweenj, p1, p2,s)) vVIp(end(j, p,s))
(5.44)

The following set of axioms pertains to tle®nn relation of connectedness
between junctions. It is used to represent the order of theesee through an
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order of junctions. The following axioms hold for tikennrelation:

conn(jz, j2) — conn(jz, j1) (5.45)

conn(ja, j2) — j1 # J2 (5.46)

in(j1,81) Ain(j2,%) A —soverlags;, s) — —connj1, j2) (5.47)
conn(j1, j2) Ain(j1,S) — in(j2,S) (5.48)

The axioms presented here are mostly first-order axioms amsbtsuffice to
require connectedness of sequences. Instead, a secardh@iom is require
to express the fact that sequences must be connected:

VVP(VX(P(X) < in(x,s)) AVQ(FaQ(a) A VX(Q(X) — P(X))A

(5.49)
Yu,v(Q(u) Aconn(u,v) — Q(v)) — VX(P(x) — Q(X))))

The following axioms pertain to between and end, and entail junctions
belong to exactly one sequence.

betwee(]L P1, P2, S) - betwee(]ja P2, P1, S) (550)

betweefj, p1, p2,s)Abetweefj, py, P, S ) —

(pr=PiAP2=po)V(p1=pPaAp2=py)) (551)
Asoverlags,s)

endj,p,s)Aendj,p’,s) — p= p Asoverlags,s) (5.52)
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endji, p, p) Aendjz, p,p)Aend j3, p,P)Aj1# J2— ja=j1Viz=]2
(5.53)

A model of the theory proposed so far is illustrated in figure.% After a
discussion of the sequences, which are abstract entigesputside of space
and time, it is important to consider the token level, i.eo)enules that exhibit
sequential structure. The following axioms relate tokensequences. There
are many sequences for which no token exists, and this faepresented in
the following axioms.

The first axioms belonging to tokens of sequences pertaing®®© (part-of)
relation between molecules. The relati®@® satisfies the axioms for a partial
order, reflexivity, transitivity and antisymmetry.

PO(x,y)APO(y, z) — PO(X, 2) (5.54)
Mol (x) —PO(x,x) (5.55)
PO(X,y)APO(Y,X) — X=Yy (5.56)

Next | define the relatioPPO (proper part of)pverlap, disjoint and the cate-
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Figure 5.4: The representation of the sequehCACusing the sequence mod-
ule of GFO-Bio. Nodes in blue color represent primitive bgital
symbols PBS, nodes in red color represedainctioncategories.
Black edges between junction-nodes denotecthen relation. A
purple edge between a junction an®BSnode stands for aend
relation between the junction, the PBS and some sequenceeh gr
or cyan edge stands forleetweenrelation, where the junction oc-
currs as second (green) or third (cyan) argument.
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gory Atont".
PPO(x,y) —~PO(x,y) A =PO(Y, X) (5.57)
overlapx,y) «»3z(PO(z,x) APO(zy)) (5.58)
disjoint(x,y) «<»—overlapx,y) (5.59)
At(x) «=Mol(x) A —=3Jy(PPQO(y, X)) (5.60)

The token of sequences consist entirely of atoms, and eeenyesice has an
atom as part.

Mol (x) —3Jy(At(y) APO(y, X)) (5.61)
Mol (x) ——=3y(PPO(y,x) A Yu(PO(u,x) A At(u) — PO(u,y))) (5.62)

For molecules, the tokens of sequences, both the weak anstriireg sup-
plementation principle holds. Axiom 5.63 states the weghpmentation
principle, 5.64 the strong. Axiom 5.63 is a consequence®f.5.

PPQ(x,y) — J3z(PO(z,y) A disjoint(z X)) (5.63)
-PO(x,y) — 3z(PO(z,x) Adisjoint(zy)) (5.64)

The correspondence between sequence atoms and token atstaed in the
following axioms. Every token atom is instance of exactly qgumimitive bio-
logical symbol, and every instance of a primitive biolodisgmbol is a token

4An atom is a primitive token of a sequence, and must not beifeEhwith an atom in the
physical sense. The category represents mereologicakatotin respect to the relation
PO. Therefore, every (mereological) atom is a molecule.

106



5 Ontological requirements for interoperability

atom.

Seda) Ax::aAAty) APO(Y,x) — 3(=1,b)(sPQb,a) APBSb) Ay :: b)
(5.65)
PBSx) Aa:x— At(a) (5.66)

The next axioms restrict tHainds relation, which is a relation between token
atoms and it resembles tlwenn relation on the token levelbinds satisfies
anti-reflexivity> and symmetry.

bindgx,y) —At(x) A At(y) (5.67)
bindgx,y) —3u,v(PBSu) APBSV) AX::UAY V) (5.68)

—bindgx;, X) (5.69)
bindgx,y) —bindgy, X) (5.70)

The following set of axioms enforce that sequences are rlinEaery token
atom in a non-primitive sequence binds to at least one (&a&)at most two
(5.71) other token atom. Further, at most two token atomd binexactly
one other token atom (5.73). Finally, in every proper seqage., not a
primitive biological symbol), either all token atoms bira éxactly two other
token atoms, or exactly two atoms bind to exactly one andeketo exactly
two token atoms (5.80).

Sedx) APBSy) AsPQly,x) —Va,b(a:: xAb::yAPO(b,a) —

(5.71)
3(< 2,u)(bindgu,b)))

5This axiom excludes circles of size 1 on the token-level.
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Sedx)A—-PBYx) Aa:: x — Vb(PO(b,a) A At(b) — Jc(bindgb,c))) (5.72)

Seqx)na::x— 3(< 2,u)(partOf(u,a) AJ(=1,v)(bindqu,v))) (5.73)

Sequences are either linear or circular. First, | definewtedategorie<Seq
andLSeq and axiom 5.80 states that sequences are either circuiaear.

CSe(x) —Seqx) A -PBSXx) A Va,b(a:: XA

(5.74)

PO(b,a) A At(b) — 3(= 2,c)(bindgb,c)))
CSedx) — —3j, p(in(j,x) Aend |, p,X)) (5.75)
CSeqx) Ain(j,x) — 3py, pa(betweed], p1. p2.x))  (5.76)

LSedx) <—PBSX) V (Sedx) AVa(a:: x — 3(= 2,b)(PO(b,a)A
At(b) A3(= 1,c)(bindgb,c) AvVd(d # bAPO(d,a)A  (5.77)
At(d) — 3(=2,e)(bindgd,e)))))))
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LSedx) —3(=2,j)3Ip(end j, p,X)) (5.78)

LSedx)Ain(j,x) A —3p(end(j, p,X)) — 3p1, p2(betweelj, p1, p2,X))
(5.79)
Seqx) — CSeqx) V LSedx) (5.80)

The following axioms states the existence of single tokeas tokens that bind
to no other entity.

Ix(Mol(x) A =3y(bindgx,y))) (5.81)

The relation between connectedness of junctions andbéteweenand end
relation is expressed in these axioms:

end j, p.s) — 3(= 1, ") (conr(j, ") (5.82)
betweet, py. pz,s) — 3(= 2, ') (conn(j, |')) (5.83)

The last axioms establishes a relation between the cordrexts within sequen-
ces, i.e., connectedness between junctions, ankitioks relation on the token
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level.

betweefj, p1, p2,5)Am:: s— Jag,ax(At(ag) A At(az) APPO(ag, mA
PPO(a2, m) Abindgas,az))
(5.84)

The axioms presented here specify two of the basic categosied in the Se-
guence OntologyjunctionandSequencéor sequence region). To analyze the
remaining basic categorieSequence operatiaandSequence collectioaddi-
tional relations and categories must be introduced. Cadlesican be analyzed
using set theory, i.e., as sets of sequences. Operatiormedaefined using the
two parthood relations introduced in this theory. In thetrsection, | will
show how to use the theory proposed here as a foundation gosefguence
ontology.

I implemented the axiom system using the SPASS first-ordssrdm prover
[Weidenbach et al., 2002]. The implementation can be fonrgpendix A and
on the project webpage [Hoehndorf, 2009]. Due to the regirnoof SPASS
to first-order logic, | could not implement the axiom regugiconnectedness
of sequences. This axioms necessitates the use of monadicdserder log-
ics. Furthermore, a condition that sequences must be fioitiel mot be imple-
mented due to the restrictions of first order logic.

| employed the SPASS theorem prover on the sequence axiahestt@mpted
to prove the propositiopA —¢@. If this logical contradiction can be derived
from the axioms, the axioms would be inconsistent. On therottand, if
the axioms are consistent, SPASS should never terminataube, in the gen-
eral case, an automated consistency proof for first-oram@ribs is impossible
[Church, 1936]. The SPASS theorem prover could not find a pfaothe
contradictory statememgA —@ in three weeks time. While this is merely an
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indication for consistency, it indicates at least the abseuf trivial inconsis-
tencies and permits the use of the axiom system for infegence

5.1.4 Integrating domain ontologies with GFO-Bio

There are two aspects of integrating biomedical domainlogies using GFO-
Bio that | address here. The first aspects is technical and bbaxnto use the
OWL version of GFO-Bio for integrating the OBO Flatfile or OWL vienss
of the domain ontologies. The second aspect shows how tohesaxioms
presented here to analyze the domain ontologies and pravidendation for
them.

Technical aspects of ontology integration using GFO-Bio

Integrating biological ontologies using GFO-Bio involveveral steps. First,
an OWL version of each ontology must be aquired or produced. @AL
is a sufficiently expressive language because negatioraitable and logical
inconsistencies can be formally detected in the OWL-DL fraor&. For the
purpose of this conversion, we provide a tool [Hoehndorflgt2®08a] that
converts OBO Flatfile Format files [Golbreich and Horrock€)ZJdnto OWL-
DL. The generated OWL-DL file must then be imported by GFO-Biaclt
top-level class of the imported ontology is then definedeast partially, using
categories from GFO-Bio'mdividual tree. For example, th€ell category of
the Celltype Ontology [Bard et al., 2005] must be declared acsibgory of
(or an equivalent of) GFO-Bio’€ell category.

Further, a second OWL-DL file can be produced for each intedrantol-
ogy containing the ontology’s categories as instances d-Bio’s category
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branch. We also provide a tool for performing this converdimr OBO files
[Hoehndorf et al., 2008a]. This file must be imported by GFO-&s well. In
this file, relationships between categories, as directjyressed in the OBO-
style directed acyclic graphs (DAGSs), are modelled asim#lahips between
OWL instances.

For example, the relationship expressed in the DAG of theeG@ntology’s
cellular component ontologyylembranepart-of Cell, is represented twice in
GFO-Bio: First,MembraneandCell are created as classes in OWL, and the
following restriction created (in line with [Golbreich amtbrrocks, 2007]):

SubClassOf(Membrane restriction(ll-part-of
someValuesFrom(Cell)))

In addition, the Gene OntologyGell category is declared equivalent to GFO-
Bio’s Cell category. Secondylembraneand Cell are treated as instances of
GFO-Bio’s Categoryclass, and a relatio@C-part-of (‘CC’ indicating the
category—category reading of the relation) betwbtmbraneandCell is as-
serted:

Individual(Membrane value(CC-part-of Cell))

While neither the first nor the second step alone require niwaa the de-
scription logic fragment of OWL, in conjunction they resuitan OWL-Full
[Mcguinness and van Harmelen, 2004] ontology.

Ontological analysis of domain ontologies

The OBO and OBO Foundry ontologies satisfy the criterion dfi@gbnality.
In addition, the OBO Foundry ontologies satiséya-completeness, i.e., they
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contain one or only very few top-level categories, and dleotcategories are
sub-categories of these. As a consequence, only theseuvelehtegories have
to be considered and ontologically analyzed.

GFO-Bio provides categories that can be usedktinethe top-level categories
of biomedical domain ontologies. In many cases, a catedg@atydorresponds
directly to the top-level category of a domain ontology iseatly defined in
GFO-Bio. For example, the Sequence Ontology (SO) contaunstép-level
categories Sequencelunction Sequence collectioand Sequence operation
The first two are already contained in GFO-Bio, and are eqgemab the cat-
egories in the SOSequence collectiocan be defined using GFO-Bio’s and
GFOQO'’s categories:

x:: SeqColl— x:: SetA Vy(hasMembe(x,y) — y:: Seq (5.85)

The category oSequence operatigrcan be defined using GF(Relatorcat-
egory. Sequence operations are relators with four argusnensequence on
which the operation is performed, the sequence which igteder deleted,
the junction at which the insertion takes place or at whiah dkletion took
place, and the sequence that results from the operation.tiéakl axioms
based on the relations for sequences introduced in GFO-Bsgt baugiven to
formalize the specific operations, i.e., deletion, ins@rand modification.

Finally, not all domain categories can be defined using caieg from GFO
or GFO-Bio. For example, the categadouseis not included in GFO-Bio.
However, GFO-Bio contain@rganism An axiom such as 5.86 can be used to
partially constrain thdousedomain category.

X :: Mouse— x:: Organism (5.86)
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5.1.5 Comparison with other biological upper domain

ontologies

There are at least two upper biological ontologies asid® fed-O-Bio, and sev-
eral other projects that overlap in part with GFO-Bio. Theotogies BioTop
[Schulz et al., 2006b] and the Simple Bio Upper Ontology (SBURector
et al., 2006b] are upper ontologies for the biological arai#dical domains.
They provide well-defined categories that can be used tityasdividuals.
The main differences between GFO-Bio and alternative agpesare in a
large part due to the properties of GFO-Bio’s top-level coggl GFO: includ-
ing higher-order categories, treating semiotic informtibridging levels of
granularity and integrating objects and processes.

BioTop and the SBUO are biological core ontologies based omspired by,
the foundational ontologies BFO [Grenon, 2003b] and DOLCEdMa et al.,
2003]. Neither, therefore, includes higher-order catiegorHigher-order cate-
gories are used in GFO-Bio to model biological taxa, symbots sequences,
model persistence through time and explicate the intertdithre relations used
in biomedical ontologies.

BioTop contains explicit categories for biological sequeshand symbols. In
GFO-Bio, sequences are categories that can have instahedskens). They
are entitiessui generisand do not depend on any other entity, whereas in the
BioTop ontology, they are generically dependertintinuants that depend on
the existence of a molecule. For example, the instance of A Bd¢uence

in BioTop requires the existence of some DNA molecule thatketehthis se-
quential structure. However, the sequences used in badbggsearch are not

6A categoryC is generically dependent on the categ@ryif, necessarily, whenever an in-
stancec of C exists, then some instandeof D exists.
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always the sequence of some molecule. It is unlikely thatcdreonicalse-
guence of human chromosome 5 is exhibited by any DNA moledue to
sequencing errors, the presence of mutations, variatiosgolar. It is not
clear how sequencing errors, variations or mutations gnesented in BioTop.
The same holds for randomly or artificially created sequeticat are studied
as entities in their own right. The theory of biological seqoes contained in
GFO-Bio is capable of representing such sequences.

Biological taxa are higher-order categories in GFO-Bio amdralatedvia the
instance-ofrelation. This is due to the inclusion of higher-order catess
in the GFO, and permits the representation of informatiomna@ng to taxa
without introducing an additional relation. In BioTop, seseapproaches to
representing biological taxa are considered [Schulz £2@08]. Most of these
can be adapted to GFO-Bio as well. The form of representing itawGFO-
Bio is similar to the representation of taxa as meta-propewrs discussed in
[Schulz et al., 2008]. There, this form of representatiors wegected, because
it leads to undecidability when meta-properties are intoadl via predication,
i.e., as genuine higher-order predicates. Due to the immriusf instance-of
as a relation in the GFO, in contrast to the identificationnstantiation with
predication, this problem does not arise in GFO-Bio.

5.2 Representation of functional knowledge

One complex module of GFO-BIo is an ontological model of fiores. In this
chapter I will discuss what a biological function is, and i approach taken
by the GFO fits in this discussion.

The seminal paper that proposed a solution to the problerarations in bi-
ology is Larry Wright's article on functions [Wright, 1973]. [though many
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extensions and alternatives have been proposed, it reredrcentral article
when the concept of biological function is discussed. | Wit give a sum-
mary of Wright’s article, then discuss extensions of his wonkst notably by
Ruth Millikan [Millikan, 1988], and present an alternativeew due to John
Searle [Searle, 1997], before | propose my own account.

5.2.1 Wright on functions

The basic definition that Larry Wright gave on functions is:

Definition 1. The function of X is Z means

1. X is there because it does Z,

2. Zis a consequence (or result) of X's being there.

For example, “the function of the heart is to pump blood” neetrat (1) the

heart is present (now) because it pumps blood (and pumped biche past),
and (2) that the pumping of blood is a consequence of the peces# the heart.
The first part of this definition explains why hearts are pnes®mw (because
they pump blood, and pumped blood in the past). The seconéxgalains the

causal relation between hearts and the pumping of bloodtéeause blood
to be pumped, in the right circumstances). This definititoved the answer of
two questionswhy are hearts there, amdhyis blood being pumped. Wright
emphasizes this explanatory power of statementsXikeas the function to
Z.

Ruth Millikan extended Wright's function definition [Millika, 1988]. Her
definition is a biological one, borrowing many terms from letonary theory.
Her definition of a proper function is as follows:
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Definition 2. Where m is a member of a reproductively established family R
and R has the reproductively established or Normal charaCtem has the
function F as a direct proper function iff:

1. Certain ancestors of m performed F.

2. In part because there existed a direct causal connectatwéen having
the character C and performance of the function F in the cddbese
ancestors of m, C correlated positively with F over a certahaf items
S which included these ancestors and other things not having C

3. One among the legitimate explanations that can be givémeofact that
m exists makes reference to the fact that C correlated pesitwith F
over S, either directly causing reproduction of m or explagnwhy R
was proliferated and hence why m exists.

This restricts the definition of Wright in an important sen€ensider the fol-
lowing example (taken from Boorse [1976], Smith [1993]): Aadihnock holds
a large rock in the river. If the small rock would not hold tlagde rock, it
would be washed away. Therefore, the small rock is thereusecia holds the
large rock, and holding the large rock is a result of the snogk’s being there.
According to Wright's definition, holding the large rock wdube the small
rock’s function. In Millikan’s approach this is immediayedvoided due to the
requirement that the rock belongs to a lineage of entitiasithcreated by re-
production and replication. Therefore, Millikan’s accoon function is closer
to biology in the sense that it is defined using central biciaighotions.

5.2.2 Searle on Functions

In contract to causal explanations of function, John Se#efends an inher-
ently social view of functions. In [Searle, 1997], John $&=describes an ac-
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count of functions that differs fundamentally from the aacbgiven by Wright
or Millikan. Accordings to Searle, functions are never imgic of any entity,
but are ascribed to entities from the outside by a conscibssrwer. Functions
are therefore alwayebserver-relative When the function of the heart (“to
pump blood”) was discovered, it was in fact the discovery ohasal process
in which the heart played a specific role (thraite factunderlying social ascrip-
tion). This process is then situated against a system oésaiatentions and
beliefs of the observer, and by this it is assigned a telgol¥ghile there are
many causal processes the heart is involved in (e.g., ogetumping noises),
assignment of function selects one or some of these causadgses and situ-
ates it against a system of background values and intenfpamsping of blood
contributes to survival, and survival of an organisng@dwith respect to the
values held by the observer; pumping of blaaglainsthe development and
presence of the heart best with respect to current sciektiizledge and the-
ories. While causal facts are observer-independautd), functional facts are
always dependent on an observer.

However, this does not imply that functions do not have a @lacemponent
or causal implications. Social ascriptions are not arbifranade. This is es-
pecially the case in a field like biology, where functionsypdacentral role in
scientific theories and have specific meanings. They areinssalisal expla-
nations and a statement about functions conveys informatimut material,
observer-independent phenomena.

The Ontology of Functions (OF) [Burek, 2006] is compatiblehathe theo-
ries of function presented by [Wright, 1973, Millikan, 19&arle, 1997]. |
add several axioms to the OF that relate functions to strestand processes
by means of causation. These should be considered minimditams on
function. The theory of function presented here can be eeery a a more
specific theory if desired.
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5.2.3 Ontology of Functions

My colleague Patryk Burek wrote a thesis about the Ontologiwictions
(OF) [Burek, 2006]. He provided an account of how to representtions
in the top-level ontology GFO, and how to represent theiatrehs to other
entities within GFO. An overview of the basic concepts idtroeed in the OF
is presented in figure 5.5. His basic assumption is that ioimat knowledge
can be represented and described independently of theagai of function.
In the OF, a function structure is described by a label, reguents, a goal
and a functional item. The label is a non-formal name or deson of the
function. The requirement is a situation tyfg, that must be realized for every
realization of the function. The goal is a situation tylyg, that describes the
state of the world that the function is supposed cause orwite bring about.
The functional item is &iewon the entities that can have the functions.

For example, the functioR to transport good& from A to B is described as
follows:

* label(F) = “to transport good€ from A to B”

* Treq(F) = {gsk= {< located—at,G,A;1>}}

* Tgoal(F) = {S/s|= {< located—at,G,B;1>}}

* FI(F) = transporter wheretransporteris a category that has as in-
stances all entities capabletadnsportingthings, i.e., asiewon all trans-

porters specifying all and only the necessary propertiesantity that
enables it to transport things.

In contrast to Burek [2006], | use notation from situationatye[Barwise and
Perry, 1983] for the description of functions. Situatiordhy provides a for-
malism for modelling situations as “parts of the world thande compre-
hended as a whole” [Devlin, 1991]. Situation theory is a mowe well-studied
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Figure 5.5: A schematic representation of the concepts aisédhtroduced by
the OF (using the Unified Modeling Language [OMG, 2006]). Un-
labelled relations indicate generalizations, where |lamgewheads
point at the more general concept. Functions (the oranggdrex
determined by entities indicated in yellow: a goal, requieats,
and a functional item. A biological category may be relate@t
function in two ways (cf. the green boxes which provide lalder
those relations connected to them by a dashed line): itannss
may realize the function or they mayave the function. A bio-
logical entity (such as a process) is a realization of a foncif
it mediates between two states of the world, one satisfyieg¢-
quirements, the other satisfying the goal. A realizer inG@te pre-
sented in blue, is the role played by an entity in a realiratio the
function this role is determined by the functional item, temneal-
izer is generalized by functional item. Biological categsrihose
instances can play the role defined by the functional itene hiag
function. Thehas-function relation relates biological categories
with functions if every instance of this category has theuakcor
dispositional function.
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form of logic. Addtionally, situation theory is compatibhath the GFO [Herre
and Heller, 2005, Herre et al., 2006, Hoehndorf, 2005]. Td¢teon of situation
is relevant in the OF [Burek, 2006] and permits an ontologicalerstanding
of goalsandrequirements

I model the requirements and the goal of the function as tsiluidypes and
their realizations (instances) as situations. The adgentd using situation
theory over the approach in the originial OF is that situatleeory provides a
specification language for requirements and goals. Additlg, | analyze the
functional item differently and I consider functions as @dpl kind of prop-
erties. This entails that functions are individuals thdteire in their bearers,
and it becomes important to distinguish between an indaliflunction and a
function category.
isa(Function Property) (5.87)

Next | extend the notion of requirement, goal and functiotesth to individual
functions. These definitions may appear awkward, becaeseréiate a con-
crete individual — the function individual — to three catage (and not other
individuals). The reason for this is that a function is in maespects a kind of
disposition the possibility to bring another entity into being withadtually
doing it. Functions can also hawealization i.e., make some entitiesal. For
example, the function “to transport sugar” will be realizsdsugar transport
processes.

I will express realization in terms of instantiation. Aldanctions can be re-
alized multiple times, and what makes a process a realizati@ particular
function is that is starts and ends with situations of spe&ifids. Therefore,
an individual function contains as requirements, goal amdtional item cate-
gories. These categories are then instantiated in eveligatan of the func-
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tion.

f .o F Aisa(F,Function) —3ty(ty = Treq(F) Aisa(t;, CategoryA

(5.88)
VX(X::tp — x:: Situation)

f .- F Aisa(F, Function —3ta(t2 = Tgoal(F) Alsa(tz, CategoryA

o (5.89)
VX(X 1t — x:: Situation)

f :: F Aisa(F, Function) —3i(i = FI(F) Aisa(i,Category) (5.90)

A realization of the functiorf :: F is a transition from a situatios:: Treq(F)
to a situatiort :: Tgoai(F ). Commonly, this transition is a process. This process

starts with a situation of typgeq(F ), and ends with a situation of tydgoal(F ),
formally:

realizegx, f) —x:: ProcessualStructure f :: Function (5.91)

realizegx, f)Af ;2 F Areq(F) = Treg /A goal(F) = Tgoal —
ds1, Sp(startgsg, x) Aendgsp, X)A (5.92)
St 5 Treq/A 2 Tgoal)

This is a necessary, but not a sufficient condition for a pgs’deeing the real-
ization of a function. For a process to be a realization of&fion, the function
bearer must be active in the realization in a particular wag:function bearer
must play the role of the functional item of the function.

Therealizerof the function is the (individual) role that is played by thetity
that causes the goal of the function. The realizer is anmestaf the functional
item. The following axiom establishes a relation betweercfion realization
and causation: the entity that plays the realizer in a fonatealization causes
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the goal of the function.

realizerOf(x,F) — x:: Rolenx:: FI(F) A Jz(realizegz F)A
(5.93)
roleOf(x,2)) A Vy(playgy,x) — 3s(s:: Tyoai /A CaUSESY,S)))

The use of causality in this context is controversial, irtipafar as realizations
of functions may involve intentional acts that cannot beursdl to causality.
In biology, functions may be realized by behaviour and tfwegenot by purely

causal processes. For the purpose of a general theory didnscthe use of
causality here must be carefully examined. Additionalig motion of causality
that is used must be formally analyzed. Here | do not, howewsalyze the

notion of causality further. For a treatise of causalityhe GFO, see [Michalek,
2009].

A processual structurp is a realization of the functioffi :: F, if the realizer
role is played by the bearer @fin p.

realizerOf(x, f)Aplaygy, x) A hasFunctiofy, F) AroleOf(x,z) — (5.94)
realizegz, f) '

The dependent nature of function can be analyzed in an axeguoining func-
tions to have at least one bedrer

x:: Function— Jy(hasFunctiory, x)) (5.95)

However, since functions are a special kind of property,dditeonal axiom is
the following, declaring thénasFunctiorrelation as a subrelation of theas

"This axiom is redundant, because functions are consideguegies, which are already
dependent on their bearer. | include this axiom for compnsidity.
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Propertyrelation:

hasFunctioifx, f) — hasPropertyx, f) (5.96)

Theories on function differ in how they analyze th&s-functionrelation. Bu-

rek [2006] follows [Searle, 1997] in assuming that functiare socially as-
cribed, i.e., come into being through conventions withimeia context. Fol-
lowing this theory, functions are always observer-depatidéney come into

being through a relation between an object and a conciowesradrs In an im-
portant sense, both [Burek, 2006] and [Searle, 1997] end #mailysis with

this observation: after the rejection of the causal theasfefunction [Wright,

1973, Millikan, 1988], they do not analyze whether some etspef these the-
ories remain valid within their analysis of function. Sd@acription is both a
necessary and sufficient condition in [Burek, 2006, Seaf@7]L

| am not convinced that this is the case. Functions are ndtanily ascribed
to entities. | believe that there are causal propertiesrthadt necessarily be
exhibited before a function is ascribed to some entity bygena In particular,
the entity to which the function is ascribed muastrmallybe able taccausethe
goal of the function given the requirements of the function.

Inspired by Hartmann [1966], | analyze three condition$ #ra necessary for
some entity to obtain the functidawith the goalTgog:

1. An agent establishs a goBjoa Which lies in the future. This first step
requires free movement in thnschauungszé&ijtbecause it establishs a
future goal. Setting this goal belongs to the mental stradfimeality,
where free movement in time is possible. In particular, stép cannot

8Anschauungszeis literally translated as “viewed-upon time”. It is time pserceived by
a mind. In particular, iPAnschauungszeit.e., for a mind, it is possible to move freely
forward and backward in this time.
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T Tgoal

Figure 5.6: Three conditions for function ascription. Eiesgoal is established
in the future Second, the means for achieving the goal are selected
or created. Finally, the goal is realized by causal means.

be performed in material reality alone. This establishnoéthe goal by
a mind is also the source of the intensiondliand referential opacity
of statements pertaining to functions [Searle, 1997].

2. The agent generates a plan on how to achieve the goal. iEquifpose,
the agent goes backward Anschauungszestarting at the time of the
goal and ending at the present time. This planning or desigoess
is directed backward in time. It is this “going backward im&” from
the goal to the present which determines a process — theatah of
the function, once it is established — from its end, and floeeemaking
them telologic in nature. The result of the second step,dtessful, is
the establishment of a structure or situation that is abtatsethe goal
established in the first step.

%Intensionality is the opposite of extensionality.
10A termt is referentially opaque in a stateméhif t cannot be replaced with a co-referential
termsin C without changing the truth-value GX.
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3. The final component is the causal process which starte girésent and
ends with the achievement of the goal (i.e., reaching atsituavhich
instantiatesTyoa). Because the third condition requires the causal de-
termination of the process, it is impossible to see on thiegss alone
whether it is only causally determined or determined botisally and
finally.

| believe these three conditions are required for any fonctiscription. The
second condition may be replaced by convention, when estdf a certain
kind are generally known to being able to cause a goal. Theagant may
establish a goal and use some object (causally) to achievgadhal, without

constructing the object that is supposed to cause the gbateTs still a plan-
ning involved, however, as an object must be chosen to bigtathe goal.
The second condition explains why an object that has a fomé&tiwith a goal

Tgoal has a specific structure: it must be able to cause the goalitsasttuc-
ture may be a result of the planning process with the aim teedloe goal
established as the first condition.

These observations shed lightmalfunctioning as well. An entity is malfunc-
tioning when it is intended to cause a processes that endgoalaf the kind
Tgoal, but cannot cause this process. When an entity is malfunitipthe first
and second conditions remain valid, but the third fails.

To formalize these observations, | introduce an additiengty in the ontology
of functions. I call this adisposition An individual e has the dispositiod
to cause or achievgog iff e causes a situatios:: Tyoq to become realized
whenever is placedin the right circumstanced model “being placed in the
right circumstances” using a situational reifl_oebe, 2007] and an additional

LIA situational role is the role that an entity plays in a comiuation. If situations are not
permitted in the ontology, they can be considered a compéez of affairs, i.e., a complex
of instances of relations (complex relator). In this vievgitaational role is a (complex)
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universal. This universal identifies the structural feasunf the entity with the
disposition that are necessary to realize the disposition.

The terminology to describe a disposition categong:
* Treq(D) is the requirement db,
* Tgoal(D) is the goal oD,
* R(D) is a situation role and

« U(D) is a category of material objects (e.g., a category withabjas
instances, defined by its parts and structural connectietvgden these
parts).

The following axioms hold for dispositions:

isa(Disposition Property) (5.97)
isa(Treq(D), Situation) (5.98)
isa(Tgoal(D), Situation (5.99)
isa(R(D), SituationalRol¢ (5.100)
isa(U (D), MaterialObjech (5.101)

d:: D Aisa(D, Disposition Ainhereslrid,e) < e:: U(D) (5.102)

d:: DAisa(D,Disposition Ainheresirid,e) —
layge,r)Ar::R(D)AroleOf(r,s) As:: T,
(playser) (D) (r,s) req — (5.103)
Jp,t(p:: Process\t :: Tyoal) A
startgs, p) Aendst, p) A causess, p))

d:: D Aisa(D,Disposition Ae::U (D) — inheresinid, e) (5.104)

relational role.
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Finally, a relation must be established between functiosdispositions, so
that assertions about functions permit inferences abaigataelations. | con-
sider two possibilities to create such a relation. The fstoi require that
functions are subclasses of dispositions, and the regameand goal of the
function are the requirement and goal of the dispositiorerlievery function
f .. F with goal Tyoa(F) and requiremenTeq(F) is a disposition with goal
Tgoal(F) and requiremerifieq(F):

isa(Function Disposition (5.105)

The difficulty with this approach lies in the treatment of foattionings. |
consider an entity to be malfunctioning when it has a fumcfio: F but does
not have the disposition to caudgal(F ), i.e., is unable to realize the function.
If functions are sub-categories of dispositions, it is nasgble to assert that
an entity has a function, but is malfunctioning. Insteadhitst be denied that
the entity has the function if it cannot cause the goal of tmefion.

Therefore, the second approach | suggest treats functimhsliapositions as
ontologically different entities, i.e., as disjoint cabegs, and establishes a re-
lation between them explicitly. | suggest that every entibjch has a function

f .2 F with requirementlieq(F ) andTgoal(F ) normally has a dispositiod :: D
With Treq(D) = Treq(F) andTgoal(D) = Tgoal(F). Formally, | first define the
formulaA(mal functioning:

A(mal functioning =hasFunctiorie, f) A f :: F A =mal functioninge) —
3d(d :: D Aisa(D, Disposition Ainhereslirid, e)A

Treq(F) = Treq(D) A Tgoal(F) = Tgoal(D))
(5.106)
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The predicatemal functioningis an abnormality predicate. In order to treat
A(mal functioning in formula 5.106 as a default, the extension of thal-
functioningpredicate must be minimized in every model. This is achidwed
circumscribing [Mccarthy, 1986ial f unctioningin A(malfunctioning)using
predicate circumscription The circumscription omal functioningin A(mal-
functioning)is the second-order formula:

A(mal functioningAVP((A(P) A ¥x(P(x) — mal functioningx))) —
(VX(P(x) <> mal functioningx))))
(5.107)

Alternatively, a formula in default logic [Reiter, 1980] cha chosen to replace
axiom 5.107. For this purpose, | first defiA&F, e):

A'(F,e) =3d(d :: D Aisa(D, Disposition) Ainheresirid, e)A

(5.108)
Treq(F) = Treq(D> A TgoaI(F) = TgoaI(D))
Then, the following default holds as axiom:
hasFunctioite, f) A f :: F/A'(F,e) (5.109)

A (F,e)

Either 5.107 or 5.109 are chosen as axioms for this theorymétions and
dispositions.

The mal functioningpredicate can be extended to a binary predicate that in-
cludes an additional function argument. Themal functioninde, f) would
have to be interpreted as “entigjis malfunctioning with respect to function

f".

The use of nonmonotonic reasoning in a top-level frameweduires a jus-
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tification. Ontologies are supposed to specify theaningof terms in a vo-
cabulary. Nonmonotonic logics and forms of reasoning likeurnscription
and default logic, on the other hand, are used to formalirexivledge that is
true by default These formalisms do not appear to be a suitable formalism
to specify the meanings of terms. However, if functions anestdered to be
(socially or mentally) ascribed entities, and related tpestations and inten-
tions, default knowledge can be used to approximate thie.stim the case

of ascription of functions, the meaning of an entity’s havanfunctionis that

this entitynormally brings about a goal in certain circumstances. The need for
nonmonotonic reasoning in representing functioning antfumetioning was
already recognized by Mccarthy [1986].

As a corollary from the axioms presented here, malfunatigr@ntities either
do not have a function anymore (5.105) or continue to havenation but
not a corresponding disposition (5.107 or 5.109). Both psajwsuggested as
components of this theory permit infering causal relatiops from assertions
about functions. | believe this to be useful particularitytihe biological and
medical domain, where function ascription is commonly usedescribe and
infer causal relations.

Finally, | believe that a generic framework of functions @so its end, and a
more fine-grained, more restricted theory of functions rhestmbraced to add
further constraints and permit further inferences. Themyby John Searle ap-
pears to be the least restricted theory, as it assumes tiidos are observer-
relative, i.e., they are ascribed externally to some eniviyhout additional
restrictions. Adoption Searle’s theory of function doespermit adding addi-
tional statements about functions and their behaviougastlwhen restricting
the statements to ones pertaining exclusively to the natstratum of reality.
Adopting axioms for Larry Wright's or Ruth Millikan’s functiotheories al-
lows deriving more knowledge, but is vulnerable to all themer examples
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that were developed for their theories.

Differences to original OF

There are several differences to, and extensions of, tiggnatiOF | propose
here. Most apply because the account here is specific to thaid®f biology,
and not a generic top-level framework for representing tions.

First, | do not use the notion oftagger. In Burek [2006], a function must be
triggered to be realized, and the trigger is external to timetion description.
| assume the trigger to be part of the requirement situatiomay sometimes
be desirable to make the trigger of a function explicit. Iistbase, a trigger
can easily be defined as a constituent part of the requiresitemition. The

requirement situation that | use for the notion of functisrtherefore richer
than the original one proposed in the OF.

| use a different notion of a functional item. Here, a funotibitem is a pro-
cessual role that the bearer of the function F must play in a realization of
its function f. In the OF, the functional item is a universal that contaihtha
essential features of an object that are necessary for &useca realization of
the function. This kind of entity is included in the analysfgdispositions pre-
sented here. Let:: D be a disposition o. Whenever an instance of the player
universalu (D) plays the situational rol&(D) within a requirement situation
s:: Treq(D), the dispositiord is realized.

I exclude functions that are realized instantaneously, wlere the require-
ment and goal situation are present at the stime boundary?. The difficulty

I have with such a strong form of instantaneous functionizatbns is to un-
derstand what kind of force would bring the realization glmmsides the force

12) still permit functions to be realized instantaneously, iby aninstantaneous change
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of logical inference. An example of such an instantaneonstfan is the func-
tion of the color of a moth, the function “to camouflage”. Thegmal analysis
in [Burek, 2006] would be to analyze it as a function which ialized by the
color itself, that forces a transition from a state of the ibovhere the moth is
not camouflaged to a state of the world where the moth is caaged| without
any time elapsing between these. The only force that coud) lsuch a tran-
sition about is the force of logical inference; causationnzd be at work here,
as it would require the passing of time — however stidMichalek, 2009]. |
see a difficulty with functions that can be realized by logisgerence: it is not
clear whether the requirement situation should contaircadhout the “cam-
ouflagedness” of the moth, or whether it should contain thetfat the moth
is notcamouflaged. In the latter case, a genuine contradictifgrdrice exists
simultaneously between the requirement and goal. Twotsngmthat exist at
the same time boundary and have the same constituents saglealor and
a moth) but contradicting properties will lead to a formadansistency in the
knowledgebase, and should therefore be excluded. Therédfwe fact about
the camouflagedness of the moth is simply not contained imaeirement
situation but consistently added in the goal situation byamseof a logical in-
ference. In this case, camouflagedness simpgnshaving a particular color.
| find it in contradiction to my intuition about functions attteir realization to
include this kind of transition as a possible function retiion.

Application to OBO’s Ontologies

Functions are used in a number of the OBO ontologies. The Getedogy
(GO) [Ashburner et al., 2000] contains an ontology of biadagifunctions, the

13Time does not even have to pass in the sense of having a durtitie necessary, however,
to consider entities that are present at different timetiestie.g., time boundaries.
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Celltype Ontology [Bard et al., 2005] and the ChEBI Ontology [ragenko
et al., 2007] use functions to distinguish between typesetit @and types of
chemical entities. These ontologies would benefit from arnomformal the-
ory of function, as it enables the derivation of additioradté from facts about
functions. Here, | outline the work presented in [Burek etZ2006].

The OF permits the formal specification of the structure dafirecfion. In the
ontologies that use functions now, this structure is hiddeaxtual definitions
and explanations.

The first kind of application of the ontology of functions feetidentification
and explanation of relations between processes and funsctibhe Gene On-
tology [Ashburner et al., 2000] provides a prime examplehis tespect as it
contains both an ontology of molecular functions and anloggoof biologi-
cal processes. There has been some controversy and discabsut whether
the Molecular Function ontology of the Gene Ontology ddmsifunctions
or activities, and how functions are related to processastfSet al., 2003].
Functions and activities are usually considered diffesstities, and actions
or activities may realize certain functions. Thereforejlavthe function of an
enzyme may be “to catalyze” a reaction, the activity periedrby the enzyme
is the catalysis itself, which may be embedded in anothezga®

We assume that at least parts of the Molecular Function taxgnrefer to
genuine functions in the sense of the OF, and the annotatlatian for some
of the gene products annotated to these terms correspottustas-function

relation.

A general example i60:0005215 (Transporter activity, which we understand
as referring to the function “to transport”. A more specifi@mple is the
categoryG0:0051119 (Sugar transporter activijy which can be understood
as the function “to transport sugar”.
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to transport Sugar B —— to accumulate Oxygen B —
(MF GO:0051119)

——{> FI = Sugar Transporter —*[> FI = Oxygen Accumulator

Goal = Sugar located_in B Goal = Oxygen contained_in Cell [

Req = Sugar present AND Req = Oxygen present AND
M . m Cell present AND
Sugar located_in A NOT Oxygen contained_in Cell
- S N A S 4 8
8 § 8 3 8 g g 3
% 2 B c B 3 % S
= E - 5 3 g 5
n g (%) % (%} % (%} &
Carbohydrate Oxygen
SOwW1 transport SOw2 SOwW1 Accumulation SOow2
(BP GO:0008643) Process
MAL21 qua sugar Erythrocyte qua
transporter Oxygen Accumulator
Erythocyte
MAL21 (CL:0000232)

Figure 5.7: Two exemplary models employing OF, instant@tine general
model in figure 5.5 (correspondences indicated by the awri
On the left-hand side, a schematic version of the functiortrans-
port sugar” together with its realization is shown. ProeesH type
carbohydrate transportealize this function, and an entity, in this
caseMAL21, has the function “to transport sugar”. Whenever ap-
plicable, the identifiers from the GO are used (for the fuorcnd
process)MALZ21is currentlyannotatedto the function and the pro-
cess in the GO. In this model, the annotation relation isawgd by
the has-function relation. On the right-hand side, the function “to
accumulate oxygen” is modelled. This is a function takemftbe
Celltype Ontology. Except foErythrocyte the entities involved in
this model are not present in any of the OBO ontologies.
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In the framework of the OF, the function “to transport sugeath be formally
represented:

» The requirements of the function is of the situation typereone sugar
molecule (CHEBI:25407 or CHEBI:25679) is located at some locdii
attimety: Treq= {S|s=< located-at, mall1,t;; 1> A < instance-of, mol
CHEBI:25407t1;1 >}.

» The goal is the type of situation where the sugar moleculedated at
a different location: Tyoa = {S|s =< located-at, moll,ty; 1 > A <=
J1,12,0 >}

» The functional item is a role calleSugar transporter

It can be observed that many gene products annotated witBuber trans-
porter activityin GO’s Molecular Function Ontology are also annotated with
some sub-category of trearbohydrate transportategory in GO’s Biological
Process taxonomy. With the help of the OF we can make theagored ex-
plicit: processes of the tyg@arbohydrate transpoidre realizations of the func-
tion “to transport sugar”; some of the gene products thahareted taCarbo-
hydrate transporstand in théhas-function relation to “to transport sugar”.

The left-hand side of figure 5.7 demonstrates the full irenections of this
example by means of OF. In terms of the relations we introdutieese are
captured byRealizeSMAL21, GO:0051119, GO:0008643What could be di-
rectly added to the GO are links ifrealization andhas-function: IsRealiza-
tion(G0:0008643, GO:00511)andHasFunctionfMAL21, GO:0051119%.

The second application of the OF is in the identification ofcfions are pro-
cesses that are only implicitly used. This kind of use of thiecept of function
occurs in the Celltype Ontology [Bard et al., 2005] (CL) and thedlbgy of
Chemical Entities of Biological Interest [Degtyarenko et 2007] (ChEBI).
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CL uses the term function in the subtree under@ws#l by functioncategory
which classifies cell types by the functions which they perfo A general
example isStuff accumulating cel[CL:0000325), and more specificaltky-
gen accumulating ce(ICL:0000329), of which a red blood cell &rythrocyte
(CL:0000232) is a sub-category. The function “to accumuta¢ggen (by a
cell)” would be modelled as shown in the right-hand side airfég5.7:

» The presence ddxygen(ChEBI:25805) outside of €ell (CL:0000000)
is the requirement of the functiofi;eq = {s|s =< contained-in,o,d1;0 >
A < instance-of,0,CHEBI:2580%; 1 > A < instance-of,c,CL:0000000
t1; 1 >}.

» The goal of the function is the cell’s accumulation of oxggte oxygen
being contained in the celyoa = {S/s =< contained-in,0,d>; 1 >}.

» The functional item is calle@xygen accumulator

The subsumption of erythrocyte under oxygen accumulattigrcCL reflects
the fact that erythrocytes have the function “to accumubatggen”, HasFunc-
tion(CL:0000232, “to accumulate oxygenFurther, they mayct asoxygen
accumulators, a new category for CL, in the proces®xfgen accumulatign
IsRealizatiof“oxygen accumulation”, “to accumulate oxygen”Again, the
realizesrelation captures all these new relations appropriatBlgalizesCL.:
0000232, “to accumulate oxygen”, “oxygen accumulatjon”

5.3 Default and canonical knowledge

One patrticular difficulty in making biomedical ontologiegaroperable results
from the existence of two distinct types of biomedical oogpés. The first
group describes @anonicalor idealized view on a domain, such as ontologies
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of canonical anatomy. The other group descritesnotypesproperties or phe-
nomena, that — when exemplified by individuals — may conttakhiowledge
represented in the first group. | call the former gra@aponical ontologieand
the latterphenotype ontologies

Many ontologies describing structure, such as cell strectoistology or ana-
tomy, are canonical in this sense. On the other hand, a pymaintology

describes phenomena whose exemplification by individualg lead to devia-
tions from this idealized structure.

5.3.1 Canonical facts and canonical ontologies

An example of a canonical ontology of anatomy is the FouodatiModel of
Anatomy [Rosse and Mejino, 2003] (FMA), which describes azalted do-
main, i.e., it describes a prototypical, idealized humast@amy. For example,
it contains statements such as:

Every instance of &luman bodyhas agart some instance dhppendix
(5.110)
This does not necessarily apply to every real human bodydividual human
body maylack an appendix as part. Statement 5.110 describes an idealized
canonicalhuman.

The inverse of this statement, that every (human) appesdpait of some
human body, is included in the FMA as well. It does not seeraarsally valid,
either. After an appendix’ removal, it may still be requiredstate that the
appendix existais an appendixout is no longer a part of the human of which
it was removed. For example, in a clinical application, apeaqlix could be
sent to a pathology laboratory to obtain a pathological reptclusion of

137



5 Ontological requirements for interoperability

this information in the model using the anatomy ontologyl walquire some
form of refering to the appendix, and its relation to the harbady in which it

originated. In this example, the appendix should not be egba human body
anymore.

Similar difficulties occur throughout all anatomy ontolegiof which | am
aware. However, most of these ontologies were developeldeirOBO Flat-
file Format [Golbreich and Horrocks, 2007] or using a franasdd system
[Minsky, 1977]. In these languages, relations are asséelitedtly between cat-
egories. A formal semantics that reduces these relatiomgebea categories to
relations between individuals has been introduced [Snigh £2005a, Golbre-
ich and Horrocks, 2007], but only after many of the anatomiplogies were
already developed. These semantics have in common thairitexpretation
of

Human bodyhas-part Appendix (5.111)

is the statement in equation 5.110 (sometimes with an addititime index).
With this kind of interpretation, both statement 5.111 and

Appendixpart-of Human body (5.112)

are false whe\ppendixandHuman bodyare understood in the intuitive way,
due to the universal quantification in 5.110. Neverthel#ss,ontologies are
being used in several applications. These applicationsadlcezed to the on-
tologies and their application. They can interpret the logies pragmatically
in a way that differs from the explicit, formal semantics loé tontologies’ rep-
resentations.

In order to make them interoperable with other ontologibs, ¢urrently im-
plicitintension of the ontologies’ statements must be negicit. The seman-
tics that were developed for these ontologies do not achifesegoal. There-
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fore, many of these ontologies are refered tacasonicalontologies, to set
them apart from other ontologies.

A canonical ontology describes an idealized, prototypaahain. It contains
categories that do not have instances in reality, but rathethe result of ab-
stractions and expectations made by the ontology’s creatorby scientists
within the domain that is modelled using a canonical ontploghese ideal-
izations are often developed eference model®r communication between
scientists. Human anatomy, as found in anatomy text book#¢N 1997], is

an example for such a reference model. It is used by biolbgind medical

experts as a common reference for communicating their fysd{e.g., about
diseases or disabilities, signs and symptoms).

This kind of description is not unique to the anatomy of orgars. The need
to establish reference models for other biological stngstsuch as cells, path-
ways or functions lead to the development of a numbeaobnicalontologies,
whose primary purpose is to provide a reference model fonzaite The Gene
Ontology (GO) [Ashburner et al., 2000] is such a canonicablogy for cell
components, biological processes and molecular functions

An information system using these ontologies must be aldetess the inten-
sion of statements in these ontologies and how they comelstmreality, in
order to embed them in a wider context. The idealizations dha the basis
of the canonical ontologies often correspond to a percengdality. most
humans have an appendix as part; most human arms are parheffaonan
body; most cellular nuclei are part of a cell; most human kamale five fin-
gers as part. This is one possible form in which a canoniadldan arise:
becausemostinstances of a particular category have a certain propsugh(
as having certain parts), aanonicalinstances of this category have this prop-
erty; and within the context of canonicity, as assumed inreonacal ontology,
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all instances have the property.

Other sources of canonical facts come from understandmdutinctioning of
biological systems, and the role that structures play isdh®/stems. A cer-
tain structure may be required to realize a function, or thecture developed
throughout evolution in a certain way in order to realize action. Even if
this function cannot be realized in most systems that aestigated in reality,
having the function, and a corresponding physical strectapable of realiz-
ing the function, may become a canonical fact. One exampulst&oporosist
in human women. Although the majority of women develop gsteosis at a
certain age, it is considered a disease, and usually natdedlin a canonical
human anatomy ontology. Even if all or most women at a ceagmdevelop
osteoporosis, and it would thereforet@malfor women to develop it, it may
not be included in a corresponding canonical ontology.

Additional sources of canonical facts depend on historyicetor scientific
state of the art. For example, historically developed cptesuch as the no-
tion of aspeciesemain in use today. Whether behavioural facts such as sexual
preferences are considered as canonical facts may depehd oarrently ac-
cepted ethics within a society.

5.3.2 Phenotypic facts

Another kind of ontology describes phenotypic facts. A pitgpic fact is a
fact that is observable in reality as a phenomenon. Exangilesenotypic
facts includebeing blue being more than 5 meters in lengtiaving a finger
as partor lacking a tail as part These ontologies may contain statements that

40Osteoporosis is a disease of the bone in which the bone ldsesahdensity and the risk of
fracture of the bone increases. Many women develop ostesjgaafter menopause.
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establish relations between these classes; for examglantpa tail entails
lacking a tail tip.

The important difference between thgdeenotype ontologiesnd canonical on-
tologies is that phenotype ontologies do not describe izk#dns. They spec-
ify the meaning of a vocabulary that is used to desooibgervationsHowever,
from a formal perspective, this criterion is insufficientistinguish phenotype
ontologies from canonical ontologies. The canonical a@di@s also describe
categories and the relations between them. These may nppbeable to the
same entities in reality as the phenotype ontologies, azdhenical ontologies
may have no referent in reality at all. Nevertheless, whearsidered in isola-
tion and based only on their formal structure, it is diffidolinake a distinction
between canonical and phenotype ontologies.

Distinguishing between canonical and phenotype ontotogiguires analyzing
the different roles they play when they are used togethefficDities arise

when the two types of ontologies are combined and informdtaws between
them.

5.3.3 Integration problem

Combining canonical and phenotype ontologies pertainingegsame domain
(i.e., they contain overlapping categories) and applyiothlko individuals,
may lead to formal inconsistencies. These inconsisterariess when a phe-
notypic fact — an observation — contradicts an idealized flaat is part of
the canonical ontology. | will use two examples throughdug section, the
first taken from the Mouse Anatomy ontology [Hayamizu et2005] and the
Mammalian Phenotype Ontology [Smith et al., 2004b], theoeddrom the
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FMA and the International Classification of Diseases (ICDWi{ld Health
Organization, 2001].

Mouse anatomy contains the statement faaltis part of Mouse body
partO f(tail, mouseBody (5.113)

According to the semantics currently in use for these states) this can be
translated to the fact that every instance of a (mouUsd)is part of some
instance of aMouse bodyl analyze the following example.

In an experiment (e.g. a tail transplant), a mouse tail isgmethat is not
part of a mouse. This tail instantiates thetached tailcategory. The mouse
which originally owned the tail is also part of the experirhdhinstantiates the
categoryAbsent tait®, which is part of the Mammalian Phenotype Ontology.
The definitions of these categories are:

x:: detachedTail<= x:: Tail A —=3Jy(y:: MouseBody\ partOf(x,y))
(5.114)
x::absentTail<= —3y(y:: Tail A partOf(y,x)) (5.115)

For this example | make several assumptions. The first catefetached tail
is not contained in a published biomedical ontology, buteasily be defined.
It is introduced and defined by me to illustrate the examplés ¢onceivable
that such a category would be included in an ontology sucheastammalian

5The categoryAbsent tailis the name given to a category in the Mammalian Phenotype
Ontology which is used to describe phenotypes in mice. Al,suts applied to mice and
not to tails. In particular, an absent tail is not a sub-cate@f theTail category; it is the
reification of a negatechas-part relationship, as in equation 5.115. A more appropriate
name of this category would b&bsence of tajlMouse without taibr Entity without tail
Using this name has the additional advantage of making teasion of the category as a
description of a phenomenon explicit.
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Phenotype Ontology, if there was a need for it within the @dinal commu-
nity. The second assumption | make is more controversial,|amill justify

it later in more detail. | assume that the statemdiatl“part of Mouse bod¥
from the Mouse Anatomy Ontology has an inverse, the statehivouse body
has part Tail’. This inverse cannot be formally proven using the semantic
employed in the formalization of the Mouse Anatomy Ontologiowever, |
derive this statement from observing the applications efMouse Anatomy
Ontology and anatomy models in general.

The second example combines the FMA and the ICD-9. The FMAatos&
statement:
Humanhas-part Nose (5.116)

The ICD-9 contains under 748.1 (other anomalies of nose) ltss Absent
nose The ICD-9 does not contain formal definitions of its termsyhwer, |
define the category from the ICDAbsent noses:

x:: absentNose— x::HumanA —3y(y:: NoseA partOf(y,x)) (5.117)

This definition is different from the similar categoiypsent taildefined in equa-
tion 5.115. The reason here is that the ICD-9 is explicitly acd@tion of
human diseases, while the MP describes phenotypes or ple@agrthat are
applicable to many domaits In the example, the human Mary is classified
both as a human (according to the FMA) and as a human with@et fazcord-
ing to ICD-9 748.1).

Both examples lead to formal inconsistencies. The comlnati the two
ontologies (or classifications, as for the ICD-9) togethehwheir application
to a domain (i.e., the introduction of individuals instaiithg categories from

16As before, the label of the category does not reflect its Bitenappropriately. Heréjuman
without nosewvould be a more suitable label.
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both ontologies) results in the derivation of contradicsio For the human
Mary, the contradiction can be derived as follows:

x:: Human— 3y(y :: NoseA partOf(y,x)) (5.118)

x:: absentNose— x:: HumanA —3Jy(y:: NoseA partOf(y,x)) (5.119)

Mary :: Human (5.120)
Mary :: absentNose (5.121)
Jy(y :: Nosen partO f(y,Mary)) (Subst+MP (5.118)(5.120)
(5.122)
Mary :: Humam-—3y(y :: NoseA partOf(y, Mar
y y(y p (y;Mary)) (5.123)
(derived from (5.119)(5.121)
—3y(y :: Nosen partOf(y,Mary)) (clash with (5.122) (5.124)

According to the FMA, all humans have as part a nose. The ICBA%the
other hand, has a description of humans that lack a nose e hugsans have
a disease (according to the ICD), but are human neverthéfetantiating the
corresponding categories from both ontologies leads tintensistency. The
same kind of inconsistencies can be derived for the statenfiemm the MA
and the MP.

The cause of the inconsistency lies in the different useh@$d ontologies.
Canonical ontologies are used as reference models. Theylissta basis
for describing instances of a domain. The phenotype oniedogre used to
describe deviations from this reference model. They do ootain the facts
that are already contained in or derivable from the canboiti@logies.

Canonical and phenotype ontologies are frequently usedhtegeThe cate-
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gories used in the MP are defined using categories taken frerillA, among

others. However, due to inconsistencies that arise, neitine be consistently
instantiated. This hinders the information flow that is plolesbetween these
ontologies. | believe that combining canonical and phepetgntologies re-
quires the use of a different semantics than the one cuyrentployed. This

alternative semantics must allow for the consistent coathon of both types
of ontologies, and make the nature of the canonical ontetogsreference

modelsexplicit. Applications that include both types of ontolegimust al-
ready employ such a semantics on a pragmatic level. Howgwesuld bene-
fit the application and integration of biomedical ontolagig a semantics for
these ontologies could be provided that makes their nakplkc# and still al-

lows for a consistent integration of both. We have made tbssible within

the biological core ontology GFO-Bio [Hoehndorf et al., 2D07

5.3.4 Default rules and default logic

Using GFO-Bio as a framework for integrating biomedical ¢ogces, we ad-
dress the problem of accurately representing canonicapbadotype ontolo-
gies. The core assumption is that canonical ontologies asithe FMA estab-
lish rules that do not necessarily apply to every instanoandividual human
body maylack an appendix as part or mice mkack a tail. Instead, the rules
describe an idealized eanonicaldomain. Phenotype ontologies describe phe-
nomena, whose exemplification by individuals candaiationsfrom these
idealizations. For example, an individual may be both ataimse of a prototyp-
ical human body as described in the FMA (which implies an appeas part)
and an instance of the categdfyiman body with absent appendik a clas-
sical logical framework, such as those commonly used in bdinal knowl-
edge representation, e.g. in the form of OWL [Mcguinness amdHarmelen,
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2004], a formalization of the conjunction of these two staeats would lead to

an inconsistency. A human body in the former case has an dppas a part,
while in the latter case it does not. Instantiating both gates creates the
inconsistency. A logical inconsistency in the formal secese only arise when
the logical functor of negation is used. This functor is l@ddn categories
such afAbsent Xas used in the Mammalian Phenotype Ontology [Smith et al.,
2004b]. The formal detection of logical inconsistenciesrigrences needs an
explication of negation.

In order to avoid terms such #@gsent Xand make the negation explicit, we
adopt a modified form of thiacks relation [Ceusters et al., 2006], which we
explicitly define as:

Individual p lacks categoryC with respect to relatiomR, if and
only if there does not exist ansuch that;pRx andx is an instance
of C.

We use binary relations of the kindlacks-R C instead ofx lacks C with
respect taR. For example, the fact that some individuahacks a categoryC
with respect to the relatiohas-part will be denoted ax lacks-part C. The
lacks-part relation can also defined in the extension to the OBO Flatfiteab
that | outlined in section 4.1.

Using thelacksrelation may cause an inconsistency when a canonical @ytolo
and a corresponding phenotype ontology are used in a ch$sgic formal-
ism, such as first order logic [Hilbert et al., 1999] or destioin logic [Baader,
2003]. The reason is that classical formalisms enforce séigt interpreta-
tions, e.g. of quantifications like “every human”, whichuks inmonotonicity
of these formalisms: the inferences drawn from a classagitél theoryT
remain true in every extension ®fwith additional facts.
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In order to prevent inconsistencies, while at the same tiraeguving the intu-
ition behind statements such as “a human has an appendixtastpa inter-
pretation of such statements in the canonical ontology rbesnodified. In
GFO-Bio, we use aonmonotonidogic that treats the statements provided in a
canonical ontology as true by default. Adding further krexige, e.g. by refer-
ring to a phenotype ontology or using a statement involviregdcks relation
(and therefore negation), may invalidate previously draamclusions.

Several ways of treating default rules and exceptions ircsolgave been pro-
posed. The most popular among these proposals are defgidt[Reiter,
1980], circumscription [Mccarthy, 1980, 1986] and autggmmic logic [Kono-
lige, 1988, Gabbay et al., 1994]. We use default logic forapplication, be-
cause it admits a transparent representation, and alloesargically correct
translation to a form of nonmonotonic, declarative logiograms called an-
swer set programs [Lifschitz, 2002].

In default logic, adefault rulehas the following form:

A(X) 1 B(x)
5 (5.125)

This means that ifA(x) is true (prerequisite), ani is consistent to assume
that B(x), thenC(x) can be derived. In order to formalize our example of hu-
mans normally having an appendix as part, we would use theniolg default

rule:
Humarn(x) : x IC-has-part Appendix

x IC-has-part Appendix

(5.126)

Here, the precondition iBlumar(x), the fact thatx is a human. Then, if it is
consistent to assume thahas as part an instanceAppendixit is concluded
thatx has as part an instance Appendix The definition of the relatiohC-
has-part follows the schema in table 5.1 and is inspired by the intevas
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between the two modules of GFO-Bio that | described in sediard.

Nonmonotonicity arises from “it is consistent to assume sh#C-has-part
AppendiX, which means that ik IC-has-part Appendixcannot be proven false
from the given facts, its addition to the knowledge base dusslead to a
contradiction. Adding the statement tixatoes not have an appendix as part (
IC-lacks-part Appendix would lead to an inconsistency withlC-has-part
Appendix therefore, this rule could no longer be used to derive xHads an
appendix as part.

Answer-set programming, the formalism we use for our im@etation, can
mimic default rules. It uses two kinds of negation, calkttbng and weak
negation Strong negation is the classical (monotonic) negationysesl in
the definition of theacks relation. Weak negation, often denotednas A ,

corresponds to the above statements “it cannot be proveAftisarue”, or “it

Is consistent to assume that A is false”.

5.3.5 Formalizing defaults using relations

In a canonical ontology, relationships between its caiegaran be interpreted
asdefaultrelations. By default, a human has some appendix as part. Howe
an instance of a human, suchJatin maylack an appendix as a part; therefore,
Johnis an instance of botHumanandHuman without an append{or Absent
appendi}. In order to include canonical relationships between tategories,
new relations must be introduced, suchC&s-canonical-has-part Then, the
relationship betweerlumanand Appendixbecomes HumanCC-canonical-
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has-part AppendiX. Further, this relationship corresponds tdetault rule

forall x, C1, Cy:

if C1 CC-canonical-has-partC, andx IC-instance-ofCy, then
(5.127)

by default:

there exists §: y IC-instance-of C; andx lI-has-part y

Using a class ofacksrelationships as introduced by [Ceusters et al., 2006], we
formalize the default operator in the rule above as:

forall x, C1, Cy:

if C; CC-canonical-has-partC, andx IC-instance-ofC; and
(5.128)

it cannot be proven thatIC-lacks-part C,, then

there exists §: y IC-instance-of C, andx llI-has-part y

In general, for each relatidR between the categories in an ontology, we create
several new relationsCC-R for the monotonic relationship between the cat-
egories,CC-canonical-R for the nonmonotonic default relationship between
categories)C-R for the monotonic relationship between an individual and a
category, such as “JoH€-has-part AppendiX, meaning that John has some
appendix as part, anid-R for the monotonic relationship between individu-
als. In addition, we introduce a class laicks relationships. A schematic
view of the new relationships introduced is shown in table 5The schema

is somewhat incomplete, because the introduction of caabngélations can
be extended to the classlatks relation, in the sense that some category may
canonically lack some other category with respect to aicgld®. In this case,
the relationR must be replaced blacks-R. This allows the treatment of ex-
ceptions between categories. For example, the catégounge with absent tail
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can be defined as a mouse which lacks a tail as part.

Implementation

We have used a technique known as DL-programs [Eiter etGd5]2o imple-
ment rules together with the OWL version of GFO-Bio. The systemHEX
allows for a bidirectional flow of information between an aes-set program
and a description logic knowledge base or ontology; thus,wtell suited for
our purposesDLVHEX is based on the well-established datalog system DLV
[Leone et al., 2006] that uses answer set semantics.

Relationships that are used in GFO-Bio are made availableemithHEX

system. It then becomes possible to express the necessanysaior relations
of the kindCC-canonical-R For example, for the relationshpC-canonical-
has-part, the following axiom is added, corresponding to formuldgR) in
DLVHEX:

IC-has-part(X,Y) :- ind(X),class(Y),class(Z),inst(X,Z ),
CC-canonical-has-part(Z,Y),
not 1C-lacks-part(X,Y).

This means that if two categori@sandY stand in the relatio@C-canonical-
has-part, andit cannot be proven that XC-lacks-part Y (not IC-lacks-
Part(X,Y) ), thenitis concluded that an individu&l which is an instance of
Z, stands in the relatiolC-has-part to the category. An example illustrating
this reasoning is shown in figure 5.8.

For an adequate integration of canonical and phenotypdogi¢s, nonmono-
tonically treated formulas must be added for each relatiahis used in state-
ments that are true by default. This requires the additicemodinswer set pro-
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Figure 5.8: In figure (a), the left side shows five individu@tstances of GFO-

Bio’s Individual category) and the right side contains four cate-
gories (instances of GFO-Bio&ategorycategory). In addition,

a number of relations are illustrated between the indiv&ulae-
tween the categories, and between individuals and cagsgorhe
relationR, denoted a$l-R , is transitive. Figure (a) and the tran-
sitivity of II-R should be seen as the input ontology. In figure (b),
the result of a classification using a description logic oeas is
illustrated. Here, the transitivity of théC-isarelation and the re-
lation 1I-R is resolved, reflected by the additional links. Figure (c)
shows the result from applying the answer set rules forradlat
DLVHEX. In this step, the default relationship between two cate-
gories, denoted b C-canonical-R is resolved. Two additional
IC-R links are created for one individual. For the other indigfu
which instantiates the same category, these links are eatext,
because th&C-lacks-R relation blocks them.
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gram for each relatio@C-canonical-Rand the corresponding relatiol&-R
andIC-lacks-R:

IC-R(X,Y) :- ind(X),class(Y),class(Z),inst(X,2),
CC-canonical-R(Z,Y),
not IC-lacks-R(X,Y).

Relation to the OBO Relationship Ontology

The OBO Relationship Ontology [Smith et al., 2005a] requiregesal addi-
tions for our proposal to succeed. First, the classdaaks relations, as de-
scribed in table 5.1, must be added. This will allow absentylmarts to be de-
fined in ontologies such as the Mammalian Phenotype Ontdiegyth et al.,

2004b]. This addition is already underway.

In the description logic variant of the Web Ontology Langeiglylcguinness

and van Harmelen, 2004, Baader, 2003] (OWL-DIagks relations can be

expressed using negated statements. Howé&eks relations are reduced to
relations between individuals in a different way compaiedhat is done for

most other relations in the OBO Relationship Ontology (cfledhl). Ontolo-

gies developed directly in OWL-DL could use negation to avefirence to

lacksrelations at all.

Second,canonical-R relations must be included as relations between cate-
gories, using the semantics introduced here. In particilacanonical-Rrela-
tions require a nonmonotonic knowledge representationdtsm, and cannot

be formalized using any form of classical logic. We preseériee possible
implementation using answer set semantics, but there laee alternatives. At

its core, however, the definition of tlkanonical-Rrelations remains the same
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Schema of introduced relations

Relation Domain:Range Definition

xIl-R y Individual:Individual | The individualsx andy stand in the relationshiip-R .

XIC-Ry Individual:Category | There exists an individual such thatz IC-instance-
of yandxIl-R z

xCC-Ry Category:Category | For all individualsa such that:a IC-instance-of x, a
IC-Ry.

x CC-canonical-Ry | Category:Category | For all individualsa such thata IC-instance-ofx, by

x ll-lacks-R y
x IC-lacks-R y

X CC-lacks-Ry

Individual:Individual
Individual:Category

Category:Category

default,a IC-R .

The individualsxandy do not stand in the relationsh
I-R .

The individualx does not stand in the relationsh{®-
Rtoy.

For all individualsa such that:a IC-instance-of x, a
IC-lacks-R y.

Table 5.1: For each relation used in an imported ontologyraber of relations between categories, individ-
uals and between individuals and categories can be cregttedC C-canonical-Rrelationship is a

p

Aupgeladousiul 1oy sjuswalinbal eaibojolup G

defaultrelation that is accompanied by axioms in an answer set ano¢p describe its semantics

as a default.
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in all possible formalisms dealing with default:it is consistent to assume
thatsome relation holds, this relation holds.

The method we propose can be used in conjunction with egigtols and
ontologies. Little effort is required to modify current ofdgies to fit within

our proposed methodology. In [Hoehndorf et al., 2007], weehapplied this
method to the integration of the Adult Mouse Anatomy Ontglfidayamizu

et al., 2005] and the Mammalian Phenotype Ontology [Smithl.et2004b]

(MP), and show how its application leads to more expressharigs and a
consistent integration of these ontologies.

5.3.6 Discussion

Meaningful integration of the numerous biomedical onté#sdgs a major task
with many challenges. Currently, the infrastructure forrsuntegration is de-
veloped in the form of top-level ontologies, biomedical &antologies and

logic-based inference systems. We propose the additionathar knowledge

representation formalism based on a non-monotonic forreasaning. The ap-
plication of our method requires only few changes to exgsbntologies, and

we believe that the benefits of its application justify therkvihat is necessary
to adapt ontologies to the method.

Concept conversion

The formalism we introduced requires reformulating therdedins for the cat-
egories expressed in phenotype ontologies. Categorieifotin Absent X

should be defined by, e.gGC-lacks-part X, whereX is a category in some
canonical ontology. In some cases, this conversion can be dotomatically
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using simple pattern matches. The Mammalian Phenotypel@yt¢Smith

et al., 2004b] contains 395 categories of the tgpsent X which indicate a
CC-lacks-part relationship. However, it is likely that an amount of manciad

ration will be required to convert relevant concepts inw@ itaquired form. We
believe that the advantages gained by having a common frarkédar integrat-
ing a large number of biomedical ontologies justifies thferef in particular
since it also allows for a semantically richer definition erfrhs.

Defaults and canonical knowledge

Not all facts in canonical ontologies refer defaultknowledge, as discussed
in section 5.3.1. However, we expect that a significant nurobéacts can be
translated to the formalisms we propose, thereby makingéire of the fact
as a default explicit. We believe that the framework of défimgic, compared
with other systems, provides the most adequate interpyeté&tr canonical
knowledge. This is due to the fact that most of the facts thatracluded in
the canonical ontologies are derived from abstractionslatws true inmost
entities covered by the canonical ontology.

Comparison with other approaches

The important role of accommodating exceptions and defanlbiomedical
knowledge representation has been recognized previdesbtgr, 2004], where
patterns to deal with a variety of cases were introduced suwlisised. These
cases are based on the description logic fragment of OWL [Mogss and van
Harmelen, 2004], and therefore monotonic logic. In [Re@6604], three types
of exceptions that occur in biomedical knowledge basesiatmguished:
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1. Single exceptions: “Arteries carry oxygenated bloodfept for the pul-
monary artery. In [Rector, 2004], it is proposed to reforneithis state-
ment to “Arteries except the pulmonary artery carry oxydeddlood”.

2. Exceptions due to context: “The normal human manus hasliyts”,
with “human” and “normal” being treated as explicit context

3. Unpredictable number of exceptions, exceptions froneptions, such
as drug uses, contraindications and interactions.

We offer a method for representing these types of exceptisimg a nonmono-
tonic knowledge representation formalism. We use answigrregrams to pro-
vide the semantics for treating knowledge in OWL as defaulikedge with
additional exceptions. This does not exclude the possiliditreat these types
of exceptions exclusively in a monotonic logic such as OWL relappropriate,
for which [Rector, 2004] provides a solution. The solutiorfRector, 2004]
to the example of arteries carrying oxygenated blood, exteppulmonary
artery, has the problem that it must be explicitly known g@he artery ismot
the pulmonary artery, in order to conclude that this artenyies oxygenated
blood. There may be cases where this is not wanted, espetihik exception
occurs very rarely. In particular, if there is only one raxeaption to a rule
and some statement influencing the property which changgsthis excep-
tion is asserted, then the knowledge engineer may want te mhégkexception
explicit, and ignore it otherwise. Then, a question whete@artery carries
oxygenated blood evaluates to true, except when prasenthat this artery
is the pulmonary artery. On the other hand, the solution gsegd by [Rector,
2004] is guaranteed to provide the correct inference inyevase. Depending
on the users and uses of a knowledge base or ontology, diffezpresenta-
tions for this case may be selected, and in many cases tliméegin [Rector,
2004] is adequate.
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Case two is solved by explicitly introducing a context argnmén the form
of additional properties, e.g., by introducing some relatias-anatomical-
status which maps tonormal Then, aMousethat has an anatomical status
normal could have, e.g., a tail and a head as part. If a mouse hadlInd tai
can be concluded that it is an anatomically abnormal mouseeMer, then it
would be impossible to conclude that it still has a head. Arem®sion to the
solution in [Rector, 2004] would be to make the context more-firained, by
specifying mouse with anatomically normal tails, headd,smon. This comes
down to specifying an enormous number of exceptions in a moomo logic,
and in order to obtain a correct answer to a query for all thespaf some
individual mouse, all these exceptions must be explicidgleded. It would
not be possible to simply state that some entity is a mousederdo obtain
its parts. Instead it is required to specify explicitly wiigarts are normal and
abnormal, which means in essence to add the answers to theagked.

The third case in [Rector, 2004] is closest in spirit to our ky@s one of the
proposals is to use a hybrid reasoning system in order tovd#alt. We have

extended this idea by giving a formal account of our treatnoémexceptions,
which is based on a well-studied nonmonotonic logic, anthgémented in a
computationally tractable framework. It can also be usecbimunction with

appropriate upper ontologies. Further, we have shown haygeahis formal-
ism to achieve interoperability between canonical and ptygre ontologies in
biology. And finally, we give an implementation of our ontgjoand support
for reasoning over exceptions. This could be achieved lseceecent years
have seen an increasing effort in developing reasonerfiéoSemantic Web
and extending them in various ways, among them the impleatientwe are

using,DLVHEX.

We believe that our solution to the problem of exceptionsdawdations from a
canonical ontology is more general than the proposal in [ie2004]. In our
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opinion, the knowledge contained in a canonical ontologghgrently default
knowledge. There is no adequate solution for representiisgype of knowl-
edge in a monotonic knowledge representation formalism.ré&gptation in
monotonic logic requires exceptions to be encoded in thelogy either as a
list of exceptions to an axiom, or using a genexbhormalitypredicate. For
example, the fact that mice usually have some tail as parbeaepresented
as ‘Mousehas-part Tail except when ...” followed by a complete list of excep-
tions. AlternativelyMousecan be replaced lyormal mousén the rule, and a
mouse without a tail is not normal. The first solution regsicemplete knowl-
edge of all known exceptions. These must additionally béi@ip excluded
in every query for parts of the mouse. The second way doeseqoire this
knowledge of exceptions, but allows for no further inferehonce a mouse
is known to be not normal. Defaults and exceptions cannoteladt dvith in a
monotonic logic without substantially modifying the careai ontology, and
limiting the ability to query the ontology.

Limitations of the method

A major drawback of the software implementation we are usngHEex, is

its use of RACER [Haarslev and®ller, 2003] as a description logic reasoner
and of DLV [Leone et al., 2006] as a datalog system. RACER and Bi&/
proprietary software. In order to be of general use and higdlity, and to
allow for general adoption, an implementation entirelydzhen free software
is required [Raymond, 1999, Stallman et al., 2002].

A number of formalisms have been proposed as a solution twlingrdefaults
in Semantic Web representation languages or other knowlegjgresentation
formalisms. Many require modifying the language, and tfogeechanging
tools that are used to develop ontologies. Many biomedio#blogies are

158



5 Ontological requirements for interoperability

developed using tools such as OBO-Edit [Richter et al., 20§ iblogy ex-

perts, but not necessarily experts in logic or formal orggldrhe solution we
propose requires no changes to existing tools, since wesarng a hybrid rea-
soning mechanism. Tools that are currently in use can thexé&le used further
by the ontology developers. The additional semantic featthrat allow for the
treatment of canonical relations as defaults are maindesegarately from the
ontologies in which they are used.
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Never pay more for an acquisition
than you have to.

Third Rule of Acquisition

Even when all the problems pertaining to tieg@resentatiorof knowledge are
solved, problems regarding the acquisition of knowledgeaia. Knowledge
acquisition is often an expensive and error-prone procesgjiring highly

skilled professionals. The difficulty is to create a bridggveen the knowl-
edge engineer and the expert who has the knowledge. It isodrave a do-
main expert who is also sufficiently experienced in knowkdgpresentation
to create a representation of her knowledge independeitign if this were

the case, creating this representation of knowledge waoeailtinbbe-consuming
— especially in the case of biology where knowledge accutasiland evolves
at a rapid pace.

It would benefit ontology-based knowledge representatiobiology if the

knowledge acquisition process could be performed on a lacgée by the
trained experts in a domain. Achieving this goal requires dievelopment
of software tools that allow many trained experts to colfal® on a knowl-
edge base. It must also allow a means to identify and corremtseand settle
conflicts between the domain experts.
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| describe the development of several such tools; two regbe active use by
domain experts. While using them, they are aware that thegeareloping a

knowledge base. This eases the task of interpreting andafaing the knowl-

edge, but the difficulty is motivating the experts to use tbi#tvgare. There-
fore, | describe a third approach that is based on text- atedmdaning. This

creates more knowledge in less time but is less reliableth&lte knowledge-
acquisition software applications are ontology-basedy tise formal ontolo-
gies to verify knowledge, access their own conceptual madel perform

queries on the information stored in them. The knowledge ithacquired

using these tools is integrated directly within a formalabogy.

6.1 The role of reasoning in collaborative

knowledge aqcuisition

In knowledge acquisition, several sources of inconsigtean arise. Some of
these can be excluded or detected using formal knowledgaatndated rea-
soners. While it is possible to handle many difficulties mdlguahen only a
small group of people is involved in the knowledge acqusitprocess, large-
scale collaborative knowledge acquisition necessitaedévelopment of auto-
mated methods to solve potential conficts. Disagreementarse on several
levels and at several stages in the knowledge acquisitioress.

One kind of disagreement is with regard to a scientific fadattis under dis-
pute. This can come in several forms. An observation from)geement
can be contested. This may be due to variations in the expatjrbecause
the equipment used to make an observation is known or sesperproduce
unreliable results, or biased observations. In this caseydcabulary used to
describe the observations is undisputed. Under disputéate from reality
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or interpretations of these facts. With a sufficient formatiion of biological
theories, it may become possible to employ automated reesdn detect in-
consistencies between a biological fact (e.g., an indaligipservation) and
biological theories. At the moment, no such theories exigh & sufficient
degree of completeness to allow such checks on a regula. basi

Another problem, likely to occur in large-scale collabomknowledge acqui-
sition, is the use of different conceptualizations of a domaGiven an (ob-
served) individual, it may be contested whether it is areinsé of the category
A or B. Ontologies are intended to solve this problem by makingileaning

of A andB explicit. Formal ontologies can then be used to automdayidattect

inconsistencies that arise through the use of incompatdsieeptualizations of
a domain, if these incompatibilities are explicitly (i.through the use of for-
mal deduction) derivable from the ontologies. In this catsis,advantageous
to havecompletetheories that define the meaning of all the categories used in
the ontologies.

A complete theory is a theory over a languagé (%) such that for every €
L(X), eitherT =@or T = —@. Incomplete theories do not fix the intension
of the whole vocabulary but only provide restrictions onlitis then possible
to have a statememtsuch that botiT U {¢} andT U {—@} are consistent. In
this case, when two users disagree algut is more difficult to detect this
disagreement automaticatly

Ontologies fix the intended meaning of a vocabulary. Fomredliontologies
can then be used to detect automatically inconsistencasatise due to dif-

1The addition ofpA —@ to the theoryT will result in an inconsistency that is automatically
detectable. However, the disagreement is not always swwobviFor example, it may
be contested whether an individual is an instance of a spewfegory or not. This dis-
agreement is not necessarily obvious and can be hidden iplegrassertions about an
individual.
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ferent conceptualizations. However, most biomedicallogies do not permit
this derivation because they do not use negation. With@uu#ie of negation,
deriving inconsistencies is impossible. As such, they atesuitable for auto-
matically enforcing the use of a common conceptualization.

Top-level ontologies, on the other hand, use rich axioraitns that permit
the detection of inconsistencies. However, they usuallpatacontain domain
knowledge and are therefore only of limited use for enfay@arsingle concep-
tualization in domain-specific terminologies and knowlkedgses.

An upper domain ontology for biology, however, is a bridgéwssen a top-
level and the biological domain ontologies, and providdsd®ns for general
domain-specific terms and some constraints that are spezifie biological
domain.

6.2 BOWiki

6.2.1 Motivation

The use of ontologies for the description of biological kilexalge has increased
rapidly as the community has recognized the value of thisaggh. Annotat-
ing biological data with ontological terms provides an @ipldescription of
some of the data’s features.

Developing and maintaining the ontologies in biomedicieguires manual
creation, deletion and correction of concepts and theindiefins within the
ontology, as well as annotating biological data to concepthe ontology.
While the development and maintenance of the ontologies sakms is al-
most exclusively performed manually, the annotation oadatontologies can
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be automated [Fleischmann et al., 1999]. However, the tyualiautomatic
annotations remains inferior to manual annotation. Asdasmng quantities
of data are generated and published, large-steleualannotation becomes
increasingly time-consuming and costly.

Several authors suggest using a community-based tool suahneki for the
description, discussion and annotation of the functiorgeoies and gene prod-
ucts [Wang, 2006, Hoehndorf et al., 2006, Giles, 2007]. Aiuwska collab-
oratively maintained website, that can be modified by allgsrs [Leuf and
Cunningham, 2001].

Using a wiki for annotating biological data with an concepftsontologies
could shift the work from few curators to a large number oeastists. Many
are experts in specific sub-domains of biology. Howeversdhspecialists are
not necessarily experts in ontology curation and annatafiberefore, the use
of a freely accessible wiki introduces additional difficetdt for maintaining the
correctness and consistency of added data, and for adgurgpeesenting bio-
logical information.

The information represented in the wiki should adhere ttega of quality,
such as internal consistency (the content of the wiki doésaratain contradic-
tory information) and consistency with biological backgna knowledge (the
content of the wiki should be semantically correct). In erdeensure internal
consistency, logic-based tools can be employed to detexttazbctory infor-
mation. To support consistency with biological backgrokndwledge, parts
of this background knowledge must be formalized as a lodloabry. Once
this is achieved, it becomes possible to use automatedmeastor verifying
consistency between the knowledge compiled in a collavetgtdeveloped
knowledge base and the formal theory of the biological bemkgd knowl-
edge.
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A starting point for formalizing biological background kmledge can be found
in core ontologies [Valente and Breuker, 1996]. Core ont@sgire formal

theories about basic types of entities and their intelicelatwithin a domain.
We expect that core ontologies are more robust and staldedmeve a higher
degree of support and agreement among the participantsarhenanity, than

more specialized ontologies.

We have developed the BOWiki, a wiki system based on the aijict of a

core ontology together with an automated reasoner that eamt&amn a consis-
tent and correct knowledge base. It is specifically targatasdhall- to medium-
sized communities for the collaborative annotation of daitéa concepts of
imported ontologies and their integration.

6.2.2 Functionality and Implementation

The BOWiki is a semantic wiki based on the MediaWiki [Wikimadtoun-
dation, 2008] software. Wikis began as web-based softweate germit the
collaborative development of text-centered resourcesflead Cunningham,
2001]. Semantic wikis extend this idea through functiors thaintain parts of
the wiki content in the form of structured datagiKel et al., 2006]. This allows
for improved information processing, e.g., by queryingda& collection. For
instancejnline querieqV dlkel et al., 2006] can be added to the source code of
a wikipage, which produce an integrated form of displayiogny results on a
wikipage.

While a standard wiki allows for the creation of wikipages &néls to other
wikipages, it remains unclear whigpe of entitya wikipage describes and what
relationa hyperlink represents. The explicit specification of typed relations
can be exploited for diverse problems, e.g., to connect ¢timeagh knowledge
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created within a wiki with other knowledge- and database®) perform com-
plex queries and ensure internal consistency.

Within our MediaWiki extension, users can specify the typ¢he entity de-
scribed by wikipage (see table 6.1). One of the central idé#se BOWiki is
to be equipped with a pre-defined set of types and relatiorsdarresponding
restrictions among them). The types and relations shoulthéédasic cate-
gories within the domain of application. They should formaxecontology
[Valente and Breuker, 1996]. We deliver the BOWiki with thelbgical core
ontology GFO-Bio [Hoehndorf et al., 2007], but any OWL file canused as
the type system. The types in the OWL file should form a corelogyofor the
application domain.

For the purpose of automated reasoning over such a coreggithe BOWiki
requires the core ontology in the form of an OWL-DL [Mcguinsesd van
Harmelen, 2004] ontology. Types are modelled as OWL class@®mary re-
lations as OWL properties (using OWL datatype properties sside, and ac-
cordingly, XML Schema datatypes may be used as type rastigctor relation
definitions in wiki syntax). Relations of higher arity are netidd according
to the third use case in [Noy and Rector, 2006], i.e., as clasb®se individ-
uals model relation instances. Interconnections amongstgnd relations are
formulated by means of OWL expressions. Wikipages as (qegmns of) in-
stances of types give rise to OWL individuals, which are memmbéthe OWL
classes that correspond to their types.

A core ontology in OWL provides background knowledge aboettbmain in
the form of axioms that restrict the basic types and relatwithin it. To be
usable for the BOWiki, the core ontology must satisfy ceradequacy con-
ditions related to the domain’s conceptualization. Thieved for automatic
verification of the content created in the BOWiki: users mdyouce a new
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BOWiki syntax

OWL abstract syntax

Generic
1 [[OType:C]]
2 [[R:page2]]

3 [[R:rolel=pagel;...;roleN=pageN]]

4 [[has-argument:

name=roleName;type=0Type:C]]|

Individual(pagetype(C))
Individual(pagevalue(R page2))
Individual(R-id type(R))
Individual(R-id value(subjegbage)
Individual(R-id value(R-rolel pagel))

IndividuaI(R-iloi .value(R-roIeN pageN))
SubClassOffagegfo:Relator)
ObjectProperty(R-roleName domaiage range(C))

Examples

1 on page Apoptosis: [[OType:Category]]

2 on page Apoptosis:
[[CC-isa::Biological

3 on page HvSUT2:
[[Realizes::

_process]]

function=Sugar  _transporter  _activity;
process=Glucose _transport]]

4 on page Realizes:
[[has-argument::
name=function;
type=OType:Function

_category]]

Individual(Apoptosis, type(Category))

Individual(Apoptosis value(CC-isa Biologicakocess))
Individual(Realizes-0 type(Realizes))
Individual(Realizes-0 value(Realizes-subject HvSUT2))
Individual(Realizes-0 value(Realizes-functig
Sugartransporteractivity))

Individual(Realizes-0 value(Realizes-process Gludosasport))

SubClassOf(Realizes gfo:Relator))
ObjectProperty(Realizes-function domain(Functaaiegory))

DN

Table 6.1: Syntax and semantics of the BOWiki extensions.tdlbtle shows the syntax constructs used in the

BOWiki for semantic markup. The second column provides astedion to OWL. pagerefers to

the wikipage in which the statement appears; “R-id” is a namn&h individual whose “id” part
is unique and generated automatically for the occurrentleeo$tatement). Because OWL has a
model-theoretic semantics, this translation yields a sgic&for the BOWiki syntax. In the lower
half of the table we illustrate each construct with an exanapid present its particular translation

to OWL.
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page in the wiki and describe some entity; they may then guolel ityformation
about the described entity; and this added type informasdhen automati-
cally verified. The verification checks the logical congisteof the BOWiki’'s
content —as OWL individuals and relations among them — wigtrdistrictions
of core ontology types and relations, like those in GFO-Bio.

The BOWiki uses a description logic [Baader, 2003] reasonpettorm these
consistency checks. A layer of abstraction is needed betweeBOWiki ap-
plication and the description logic reasoner in order tgosupmore than one
reasoner. While the DIG protocol [Bechhofer, 2003] provideshsan abstrac-
tion layer and is implemented by many description logic oeass, it does not
support operations required by the BOWiki. Among the misseajures are
the removal of instances, rollbacks of the knowledgebasgm@eanations of de-
tected inconsistencies. In order to address these propleerisplemented the
BOWikiServer, a stand-alone server that provides accesség@iption logic
reasoner using the Jena 2 Semantic Web Framework [Carrdl| 2083] and
a custom-developed protocol [Hoehndorf, 2007]. A schemixeBOWiki’'s
architecture is illustrated in figure 6.2.

Whenever a user edits a wikipage in the BOWiki, the consistehttye changes
with respect to the core ontology is verified using the BOW&ki&r. Only con-
sistent changes are permitted. In the event of an inconsigtan explanation
for the inconsistency is given, and no change is made umiptioblem is re-
solved by the user.

In addition to verifying the consistency of captured knayge with respect
to a core ontology, the BOWikiServer can be employed to parfoomplex
queries over the data captured within the wiki.

Inline queries are performed as retrieval operations fecdption logic con-
cepts [Baader, 2003], i.e., as queries for all individuads fatisfy a description
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Apoptosis ] : HvSUT2

[[realizes: :function=sugar
[[OType: Biological transporter activity;

process category]] realization=glucose
transport]]
\ V_

BOWIleerver

@ (b)
() Reasoner ()
\C) a)

Realizes FunctionList
<ask>
[[has—argument::name=Funct10n, (and OType:Function category
type=0Type:Function category]] Creallz?s .

[[has-argument: :name=realization; (realization

type=0Type:Process category]] (Fﬁﬁ::ggnglgggse PO

</ask>

Figure 6.1: Overview of basic BOWiki functionality. (a) T&ype statement
is used to declare the entity described by a wikipage to beran i
stance of a certain type. The syntax for using a defined oeladi
shown in (b). Note that theubjectrole is implicitly filled in by
HvSUT2, since the relation is used on this page. The relagah
izesis therefore a ternary relation. (c) A relation’s argumeares
defined using théas argument statement. The example shows
the definition for two roles and their restriction to speci@uVL
categories. An inline-query for all functions realized Glucose
transportappears in part (d).
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Figure 6.2: BOWiki Architecture. (a) The BOWiki extension ketMediaWiki
software processes the semantic data added to wiki pagesseFh
mantic data is subsequently transferred to the BOWikiSearsirg
a TCP/IP connection. (b) To evaluate newly entered data casem
tic queries, the BOWikiServer requires an ontology in OWL-DL
format (provided during installation of the BOWiki). Congist
semantic data will be stored. If an inconsistency is detkdiee
edited page is rejected with an explanation of the incomscst
The BOWikiServer currently uses the Jena 2 Semantic Web frame
work together with the Pellet reasoner. (c) After succdsstu-
fication the semantic data is stored in a separate part of @ie S

database.
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logic concept description. An example of suchialime queryis shown in fig-
ure 6.1 (d).

In a performance evaluation of our implementation, we olgdigood results
for knowledge bases with several thousand individuals (d with several

thousand wikipages). The time required to add individuaikipages) to the
knowledge base of the BOWiki increases linearly with the nends individu-

als, and was between one second (for an empty knowledgeda$d)seconds
(for 3000 individuals) in our tests. Complex queries reqab®ut the same
time as adding individuals, and the time increases lineaitis the number
of individuals. The limiting factor in the number of indiwidls and relations
within the BOWiki appears to be system memory: for 3000 irdinals with

few relations among them, 3GB of system memory were requiRssibili-

ties for improving performance are discussed in a latei@®ct

6.2.3 Application of the BOWiki

The BOWiki is a semantic wiki that can be specialized for a domaVvhile
semantic wikis allow for the structured representatiomédimation, they pro-
vide little or no quality control, and no assistance to userserifying the
consistency of captured knowledge. An upper domain onyopogvides back-
ground knowledge about the domain, which the BOWiki can usestidy the
correctness of its content with respect to the provided dlokr@owledge. The
upper domain ontology, together with a reasoner, thergiforeides a form of
quality control for the BOWiki content.

We envision two main applications for the BOWiki in the biontd domain,
the annotation of data and the integration of knowledgesase
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Annotating data

In conjunction with a biological core ontology like GFO-Bidgehndorf et al.,
2008a], BioTop [Schulz et al., 2006b] or the Simple Bio Uppetdbyy [Rec-
tor et al., 2006b], the BOWiki can be used to annotate datatH®purpose,
we developed a module that allows the import of OBO ontolofgesith et al.,
2007] in the OBO Flatfile Format [Golbreich and Horrocks, Z0ito the

BOWiki. By default, these ontologies are only accessible,nmitconsidered
in the reasoning of the BOWiki. Users can create wikipagegatoimg in-

formation about biological entities, and describe thetestiboth in text and
in a structured form on these wikipages using relationslavia within the

BOWiki.

In contrast to annotating data with ontological categorigs, the assertion
of an arbitrary association relation between some bioldglata and an onto-
logical category, it is possible in the BOWiki to make the tiela between a
biological entity (e.g. a protein) and a category precisgrodein may not only
be annotated to Transcription factor activity Nucleus Sugar transportand
Glucose it stands in theéhas function relation to transcription factor activity;
it can belocated ata nucleus; it carparticipate in a Sugar transporipro-
cess; it carbind glucose. The ability to make these relations explicit reade
annotations using a semantic wiki both exceptionally pdwemnd precise.

Integrating knowledge bases

The BOWiki can also be used to connect different ontologyetidsrowledge
bases using explicit relations. It is possible to creatdiexgpartial) defi-
nitions for terms from ontologies using terms and relatnyps from other
ontologies. This may be useful for creating so-called cposslucts [Smith
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et al., 2007] between different ontologies. Cross-proddefse categories in
one ontology using relations and categories from otherlogtes. Currently,
such cross-products are created by a few ontologists usktgektraction and
manual curation [Bada and Hunter, 2007]. A community effortteate the
appropriate relations and definitions may contribute tontloee rapid creation
of these cross-products, and to a richer selection of suatsgoroducts. In
addition, the BOWiki provides quality control for the crematiof these defini-
tions by verifying both internal consistency and consisyenith a background
ontology.

For example, the catego@erm cell migratiorcan be defined as an instance of
Cell migration categoryvhichis-a Cell migrationandresults in movement of
Germ cel[Mungall, 2007]. HereCell migration categorys a category that has
as instances only (and all) categories that are subcagsgoftCell migration
This kind of meta-instantiation is available in the Gendfatmal Ontology
(GFO) and the biological core ontology GFO-Bio, and has bggfied to the
integration of anatomy and phenotype ontologies [Hoehretal., 2007].

6.2.4 Discussion
Comparison with other approaches in biology

WikiProteins [Giles, 2007] is a software project based aNediaWiki soft-
ware [Wikimedia Foundation, 2008] aimed at using a wiki foe annotation
of Swissprot [Boeckmann et al., 2003]. Similar to the BOWikiytilizes on-
tologies like the Gene Ontology [Ashburner et al., 2000] dsumdation for
the annotation. However, WikiProteins does not include scdption logic
reasoner to retrieve or verify information, and theref@ekk the features of
quality control and retrieval that are central to the BOWiki.
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The Semantic Mediawiki [@lkel et al., 2006] is a semantic wiki, also based
on the Mediawiki software [Wikimedia Foundation, 2008].idtdesigned to
be applicable within the online encyclopedia Wikip&diBecause of the high
number of Wikipedia users, performance and scalabilityiregnents are of
much greater importance for the Semantic Mediawiki thary @e for the
BOWiki. Therefore, they also do not provide a descriptionidagasoner or
ontologies for content verification. Furthermore, theiderying datamodel
is RDF [Beckett, 2004], which only permits binary relationd1eTBOWiki is
based on GFQO’s theory of roles and relations [Loebe, 200ieH al., 2006],
and supports relations with any number of arguments.

Other semantic wikis such as pOWL [Auer, 2005] or OntoWiki ket al.,
2006] allow for the modification and creation of descriptlogic knowledge
bases or editing their instances. These wikis almost exellysuse RDF or
OWL as a knowledge model. The BOWiki uses an ontologically techdata
model, that can be converted to either OWL or RDF, but also terdémguages.
While the idea of using upper domain and core ontologies foe-tyhecking in

a wiki is not new [Vrandecic and Kitzsch, 2006, Hoehndorf et al., 2006], there
is currently, to the best of our knowledge, no other semamtcthat incorpo-
rates a description logic reasoner for verification or estal of content.

Quality control

A wiki allows for the quick correction of errors in its conteand the BOWiki
implements an additional form of quality control using aatgsion logic rea-
soner. The reasoner identifies logical inconsistencieBarsemantic informa-
tion added to the BOWiki by referring to the knowledge prodde the form
of a core ontology or upper domain ontology. There are séuggzer domain

2http:/lwww.wikipedia.org

174



6 Ontology-based knowledge acquisition

ontologies in biology that can be used for this purpose [Reet@l., 2006b,
Schulz et al., 2006b, Hoehndorf et al., 2008a].

While these ontologies contain only a few (between 100 ang &8@gories
that can be used as types in the BOWiki, we believe that theimesy help to
provide better-integrated and coherent knowledge ressurthe use of types
in the BOWiki forces users to use relations in a similar wayisill facilitate
both the retrieval and sharing of the information contaimeitie BOWiki.

Using description logic reasoners

The BOWikiServer provides a layer of abstraction betweendbscription
logic reasoner and the BOWiki. Depending on the descriptgiclreasoner
used, different features can be supported. Different rerscsupport different
expressivity, and therefore more or less stringent checkan be employed,
permitting the increase of data that is processable by the IBOWurrently,
the BOWikiServer uses the Pellet reasoner [Sirin and Pa28ig4]. Pellet
supports the explanation of inconsistencies, which canhbgs to users to
help them correct any inconsistent statements submittegetBOWiki. It also
supports the nonmonotonic description logic ALCK with thécaepistemid
operator [Donini et al., 1997]. This permits the combinatid both open- and
closed-world reasoning [Reiter, 1980].

On the other hand, reasoning in the description logic fragrmEOWL [Mcguin-
ness and van Harmelen, 2004] is NExpTime-complete [SchB@9#]. As our
performance tests have shown, only small to medium-sizewlkige bases
are currently supported by the BOWiki. Our tests were peréatrasing the
Pellet reasoner. While it supports several features thabameficial for the
BOWIki, it may be replaced by different, perhaps more efficidescription
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logic reasoners like Fact++ [Tsarkov and Horrocks, 200@ljich does not
provide as many features as does Pellet. It is also possihied a reasoner
for a weaker logic like OWL-Lite [Mcguinness and van Harmel2@04] or
RDFS [Brickley and Guha, 2004], but expressivity in the typstssn would
be sacrified for higher performance. In addition, severajquts attempt to im-
plement description logic reasoners that are capable aflimgnarge ABoxes
[Bechhofer et al., 2005, Chen et al., 2005]. Since the BOWikintgaupports
the modification of an ABox, using these systems may help théaimprove
the performance.

6.3 Social Tagging

In the BOWiki, structured content is added in the form of rielas in which
all arguments are fixed. A weakened form of acquiring stmaectikknowledge
is the used of only partially specified relations. In theke,arguments are not
fixed, butidentified by free-text keywords chosen by a usienil&ily, the kind
of relation may not be fixed but only partially specified or nokn. A form
of personal knowledge management that incorporates sothes# features is

tagging

Tagging refers to the association of a set of keywords withesobject. Col-
laborative social tagging enables multiple users to imfligily tag objects and
share the tagged objects or the tags for these objects. @he@n enormous
number of available systems for the collaborative taggirentities. Users can
tag movies (YouTubd, pictures (Flickf), Websites (del.icio.® or scientific

Shttp://www.youtube.com
“http://www.flickr.com
Shitp://del.icio.us
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documents (CiteULiKQ. Depending on théype of tagged object, different
tagging platforms are implemented.

Tagging is primarily intended as a form of personal inforimraimanagement
or to easily annotate entities for information retrievadl amformation sharing
[Marlow et al., 2006]. Itis notintended as a form of knowledxquisition, and
users of a tagging system are rarely consciuously coninipts the creation of
a knowledge base through their tagging. Neverthelessirtgggeates informal
vocabularies (folksonomies) that can be further analyiéatlies, 2004, Wu
et al., 2006]. Here | will defend the claim that an ontologji@aalysis of the
entities that participate in a tagging event helps to formeaihe meaning of a
tag, and provides additional benefits to the tagger.

6.3.1 Problem statement

The type of the tagged object determines the attributesatteastored with it.
For documents, these may be the author, date of publicatiomal, etc. For
a webpage, it may be its URL, for photographs the type of cannszd to take
it or for movies the actors and director.

Depending on the type of tagged object, the tags may degtiffeeent aspects
or facetsof it. Some tagging systems support the use of facets: tagbea
associated to different aspects of the tagged object. (fexeral default facets
like “theme” or “topic” are used. While these facets are comnim many
tagging systems, several possible facets depend on theotyijpgged object:
videos may not only have a topic, but also temporal duratrdemporal parts.
Photographs have color-schemes. Molecules have functsbngtural parts,
shape and weight.

Shttp://www.citeulike.org
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| describe a collaborative tagging systethat allows for tagging objects of
different types. Depending on the type of tagged objecteint information

about the object is stored. In addition, tags can be assadiatacetsof objects.

Some facets depend on the type of tagged object, while o#inerapplicable

to any tagging action.

6.3.2 Basic design: Tagging core ontology and foundation in
GFO

| outline the tagging ontology of [Uciteli, 2008], which fos the foundation
of the tagging software discussed Herét is based on [Newman, 2005] and
the GFO [Herre et al., 2006].

A basic entity in the tagging domain &g, which is the role played by the
string a tagger enters during a tagging action. The tag isiarete individual.
It instantiates a special kind of categonwmbol structureThe tag is doken-
of the symbol structure.

The tag is associated with an object. This object can be atity.eWhile the

object referred to by a URI is often identified with its URI [Newm 2005,
Pepper and Schwab, 2003], in the ontological analysis afitag it becomes
important to distinguish between the objeescribed bya URI and the URI
itself. A tag can relate to either of these, and the naturdisfrelationship
differs. Therefore, [Uciteli, 2008] distinguishs two kmdf entity, an informa-
tion object containing information about some other enttyd the entity that
is described by the information object.

"http://bioonto.de/pmwiki.php/Main/Collaborative Tagg ingSystem
8The Tagging Ontology can be found in OWL formathetp://bioonto.de/uploads/
Main/gfo_tag_ont.owl
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It is assumed in [Uciteli, 2008] that tags are always assedito objects, not
information resources describing them. In order to spetiéyway that some
entity relates to whatever is denoted by a fagetsare introduced. Facets are
relationships that an entity can have to other entities.elkample, physical ob-
jects can have part-of facet, aparticipates-in facet, but also facets relating
it to categories, like ainstance-offacet. According to the tagging ontology,
every entity can be denoted by some other entity (an infaomatsource).
When the denotation itself is used as a facet and combined&létions avail-
able for information resources, entities can be taggedatdhke meaning of the
tag relates to the information resource describing theyeriigure 6.3 shows
an example RDF graph of a tagging event.

Tagging is an intensional act, i.e., it involves a concelptaton of the tagger.
In particular, not every instance of the same symbol stredgiused to denote
the same thing. Therefore, different taggers associaterelift concepts with
tokens of a symbol structure. For example, a German taggey tie tag “tag”
probably refers to a “day” and not a “tag”. The domain and earestrictions
of the relations used to construct facets for tagged estitén also be used to
clarify the different meanings of tags depending on theé¢agg

While [Uciteli, 2008] provides a comprehensive core ontgléwy the tagging
domain, most tagging systems do not use all of the featuresrided in the
tagging ontology. For example, faceted tagging systemsaaety employed,
concepts are almost never used and the distinction betweentay and the
information resource that describes it is seldom explatakdowever, this tag-
ging ontology provides a means for analyzing collaboratagging systems.
Even if only a fragment of the ontology is used as the con@sithema of a
concrete implementation, the ontology can be used to shéyemation with
other tagging systems, if they employ a similar schema.
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Figure 6.3: The figure (from [Uciteli, 2008]) shows a taggioigthe protein
KCRF by Tom using th@articipates-in facet.
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6.3.3 Application: GFO-Bio

A domain ontology like GFO-Bio can be used to specialize tlggitag soft-
ware to a domain. In particular, it can be used to generattatiets applicable
to the tagged object, and the properties of the tagged ofdjbetdomain ontol-
ogy provides the knowledge about the entities that play dle of the tagged
object in the tagging relation.

An example application in the biological domain, describefUciteli, 2008],
is the organization of information about proteins and ezlatinds of entities.
Researchers investigate proteins from different persgescéind associate them
with different features depending on the kind of interestttake in a protein.
A shared organization of proteins according to freely chdsywords permits
the agile organization of information pertaining to thesat@ins.

To describe different facets of the tagged proteins, @tatin GFO-Bio plus

the relations in the tagging ontology are used. These pedvasic aspects of
descriptions of a protein. GFO-Bio provides ontologicahtieins that permit

relation a protein to the processes in which it participatethe functions a

protein can have. The tagging ontology that comes with thgittey software

provides facets that associate a protein with meta-infoondike a webpage

or publication describing the protein.

The specification of a facet between a protein or other kinchofecule and
the tag is voluntary. In large-scale applications it suffit@ have a minority
of users use the facet features of the tagging software. eShe keywords
associated with a tagged entity will often be shared by diffeusers, the facets
can be infered by the facets used by other users to relataeirpfor a similar
protein) with the same tag.
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To completely formalize the knowledge acquired throughugesof the ontology-
based tagging system described here, the tags used foraggedtentity must
be further analyzed and their referents identified. Thetfagsed to tag an en-
tity can provide a starting point. However, this analysil mibst likely have to
be performed manually, assisted by methods from naturglikage processing
to automatically identify or suggest an entity refered talset of keywords.

6.3.4 Implementation

A prototype of the tagging system described in [Uciteli, @DWas imple-
mented and the prototypical implementation uses GFO-Biommjunction with
the tagging ontology. In addition to common components gfitag systems
such as user management and means for sharing informdte@mplementa-
tion contains features that permit the extraction of fafret® ontologies in the
OWL format. The implementation is ontology-based and regmtssits content
in the GFO tagging ontology [Uciteli, 2008].

The architecture of the tagging software is divided into major components:
a configuration component in which the tagging system igaiiged with an
OWL ontology, and modules that are used during the runtiméeftagging
software.

During initialization of the tagging software, the typesalfjects that can be
tagged are determined and the facets that are applicabiese types gener-
ated. For this purpose, an OWL file must be provided that costeasses and
relations. A list of all OWL classes is generated. From ths§ lbne or more
classes must be selected to provide the basic types for giggntasoftware.
These types of objects can be tagged. Using the Pellet [@udrParsia, 2004]
reasoner, all facets that are applicable to these kindstaifesnare generated.
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For this purpose, the relations in the provided OWL ontology ¢he GFO
Tagging Ontology are used. The facets that are applicalfeettypes selected
for tagging are the relations that permit instances of titygses as arguments.
Based on the selection of types and facets, a database schgererated.

To improve performance, the tagging software uses a daabasidition to the
OWL file that was supplied during the initialization phasegJare classified
based on the GFO Tagging Ontology and the supplied OWL file itAadhclly,
the same content is stored in a database that partially reithe OWL files
used. A library of screen scrapef$can be employed to automatically obtain
information about the tagged object from websites. Screespsrs must be
indexed with the OWL class or classes for which they are abbbtain data.

The prototype implementation of the tagging softwareses GFO-Bio and em-
ploys screen scrapers for data about proteins and protenaids. The screen
scrapers obtain their data from UniProt [Consortium, 20@3sed on GFO-
Bio, protein can have parts, participate in processes, tsdddn structures

or have functions. These are generated as facets that dreadygpto proteins.

The GFO Tagging Ontology defines additional relations, a¢ime of the tag-

ging event or a document that describes the tagged objectedBas these,

additional facets are generated.

A tagger can tag a protein or a protein domain. For this ppthe tagger can
use one of the screen scrapers that are supplied fétrtgteinor theMolecule
OWL classes. The tag can be classified using a facet, i.epdheipates-
in facet. Selection of a facet is optional. When teaticipates-in facet is

90Only a part of the database schema is generated from the OVdlogigs. Other aspects
store information about users and passwords, or other @spe&the tagging software’s
model.

10A screen scraper is a program that extracts structured datathe output of another pro-
gram, usually a web browser.

http://bioonto.de/pmwiki.php/Main/Collaborative Tagg ingSystem
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used, it is assumed that the tag refers to a process (bageatticipates-in’s
domain and range restrictions in GFO-Bio). A more elaboratcdption of
the tagging software and more examples can be found in [[J&@GO8].

6.4 Information extraction and text-mining

Both the BOWiki and the collaborative tagging system we deyatorequire
the manual assertion of knowledge by human agents. Moseahtbrmation
is already present in publication in scientific journalghit information could
be extracted and formalized, it would provide a rich sourfdenowledge with-
out the manual effort of humans.

A large body of biological knowledge has been accumulatextientific liter-
ature. These articles provide a large resource for the sitigui of knowledge
and the extraction of formal biological theories. The knedge contained in
literature contains more facts than biomedical databasescovers a larger pe-
riod of time, therefore permitting not only the construatiaf single scientific
theories, but also the analysis of their evolution over time

Literature is intended for humans. Understanding andpnéting natural lan-
guage is complicated by unclear semantics of natural laygstements, con-
text dependency, different and unspecified terminologheetolution of term
meanings. Therefore, methods to automatically obtairsfixom literature of-
ten focus on narrow tasks and specialized methods.

Methods from computer linguistics, natural language pser® and text-mining
are used to extract biological facts or full-fledged biotajitheories from texts
in natural language. In the context of biomedical ontolsgikree tasks are of
particular relevance.
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i) The firstis the automatic creation of formalized ontolgyirom text. Sev-
eral steps would be involved in such an endeavour: idengifyfinportant
concepts within the domain, identifying relationshipsneating defini-
tions for both these concepts and relationships, and figaherating an
axiom system or multiple axiom systems for the remaininglafimed re-
lations and concepts. Although significant progress has besle in this
area [Brewster et al., 2008], the problem of generating ogiek from
text is far from being solved, and no established methodeatisr exists
in the domain of biology.

i) Another problem for which linguistic methods are beingposed is the
automated extraction of annotations from text. This task pr@marily
been investigated for annotations of gene products with @@gories.
The BioCreative evaluation challenge [Hirschman et al., B)@galuated
how well various methods solved this task. However, theuatald meth-
ods did not produce results that came close to human anmatato

Identifying annotations from text can be broken down inteesal sub-
problems: identifying the occurrence of a GO category intéxt, iden-
tifying the occurrence of a gene product name in text, andtifyeng
the kind of relationship between both from the text in ordefihd out
whether or not an annotation should be generated. Eachs# fireblems
is being still researched. For example, the state of theoaitientifying
gene names in text is @-measur& of 0.92 for yeast genes and7®
for mouse genes [Hirschman et al., 2005a]. Identifying gatg names
from the GO reaches dn-measure of (B4 for untrained methods [Gau-
dan et al., 2008] and up ta®for methods that employ machine learning
[Leaman and Gonzalez, 2008]. Extracting annotations frexhis more

12TheF-measure is the harmonic mean between precision and rBeatlision is the fraction
of the retrieved results that are correct with respect totdlsk. Recall is the fraction of
relevant results that is correctly retrieved.
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difficult and requires both the identification of occurrenoé gene names
and GO category names as well as identifying the relatiowdxen them
[Blaschke et al., 2005].

iii) Finally, literature can be used as the basis for idemtig mappings or

The

alignments between ontologies. These alignments aralcaties-products
within the OBO Foundry project. In the context of text minirgst task
is calledrelationship extraction While many of these cross-products are
created through a manual curation effort, some methodsheseexktual
definitions of the ontology’s categories, their names cerstific literature.
Again, the occurrence of a category in text must first be rezegl for text-
based methods, and the kind of relationship identified. Téiestionship
must then be further investigated in order to create axiang twhich is
not necessary when only annotations are extracted). Finladl resulting
facts must be verified for their consistency with establisbetologies in
the field.

general task of extracting relationships between oategfrom text can

be divided into several steps:

o b~ 0 N BE

Identify occurrences of entities in téxt

Identify occurrences of relationships in tet

Identify the relationship that holds between two ideatifcategories.
Test the relevance of the detected information.

Verify the extracted information and integrate in an éogacal model.

13An entity occurs in a text if the interpretation (semantioihe text must refer to the entity.
In particular, this goes beyond the recognition afi@meas in the task ohamed entity
recognition Additionally, most entities (in particular categories aonsiderethtensional

e

ntities, and reference to entities must be understooderenee to the entitieshtension

14The same conditions apply for the occurrence of relatiordoa®r the occurrence of other

e

ntities.
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For the task of ontology alignment, the entities identifiedhe first step will
be ontological categories and the relations identified exgécond step onto-
logical relations. In the third step, the instances of tHati@ens are extracted.
In RDF, these instances would be represented as tripleshéumstances ex-
tracted will be in general instances of relations with higgwéty'®. In step four,
the information that is extracted is analyzed for its refemeg Depending on
the method chosen for performing the first three steps, tep&uld be omit-
ted. In the last step, the extracted information is verified ambedded in an
ontologically founded knowledge base.

| participated in the development of software to detectgates and relation-
ships in text as well as a method and software to measure ldhanee of an

extracted relation or association. Furthermore, in lindawie aim and underly-
ing theme of this thesis, | have participated in the develemnof a method for
integrating results of a text mining analysis in a formaladogical framework.

This integration serves as the foundation for verifying éx&acted informa-
tion.

6.4.1 Named-Entity Recognition for ontological categorie S

Names of categories in biomedical ontologies are complense and descrip-
tive. They are not usuallysedwithin a text. It is therefore a particularly
difficult problem to identify the occurrence of a categoryartext. While
most methods that address this problem are based on a cdiobioé pat-
tern matching and measures of information content [Ruch; 26@udan et al.,
2008, Doms and Schroeder, 2005, Couto et al., 2005], we hargaped an
alternative method to identify category names in text. Thethod is based

BFurthermore, an instance of a relation in the GFO is desdrilsing relational roles that
specify the mode of the relation’s argument’s participaiiothe relation.
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Figure 6.4: Flow diagram of the steps performed by VOODOGQe ifiput con-
sists of a text in which VOODOO detects category names, and a
file containing the names and their synonyms. The text isgpars
using the Stanford statistical parser and the parsed smdeare
subsequently stemmed using the Porter stemming algoriffima.
vocabulary is first stemmed and then used to generate a seli-of b
rectional index maps: a map between each stemmed word and its
numerical index, a map between a numerical word index anda mu
tiword term, and a map between a multiword term and a category
identifier. These maps are then used to index the stemmed fofrm
the parsed sentences. The sentences, their dependeneyrpass
and the index maps generated from the vocabulary are sutrsigu
used by the analyzer to generate the tagged text output.

on dependency parsing, stemming and pattern matching andeceerally be
applied to identify multi-word names or phrases in a text.

The method used in the VOODOO software combines stemmitigzrpanatch-

ing and dependency parsing. It takes as input a text andd tistegory names
together with their synonyms and identifiers. VOODOO prgesssentences
within the text separately. Therefore, VOODOO'’s outputtears the identi-

fied categories for each sentence.
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The processing is carried out in four steps, as illustratete flow diagram in
figure 6.4. First, all names in the input file containing theegary names and
identifiers for each category are tokenized, stemmed arexet Tokenization
splits multi-word phrases into single words. These singbeds are stemmed
using the Porter stemming algorithm with stop-words [Ro&897]. No word
containing 3 or fewer letters is stemni@d Finally, the resulting tokens are
assigned an index. For example, the GO cate@®y000354 , cis assembly
of pre catalytic spliceosomeés first tokenized in the tokerds, assemblyof,
pre, catalytic and spliceosome Then, these tokens are stemmeds, of and
pre contain only three letters and are not stemmed. Then, thétirgstokens
are assigned indices.

Second, the text in which the category names are to be idahisi parsed
using the Stanford Parser [Klein and Manning, 2002]. Fohessntence, a
dependency parse tree is generated. Figure 6.5 shows adéejpgrparse tree
for an examplary sentence taken from the BioCreative corpus.

After the generation of the dependency parse tree, each waite parsed
sentence is stemmed using the stemming procedure usedrfangtg category
names, i.e., using the Porter stemming algorithm with theeslst of stop
words.

As the final step, VOODOO identifies category names whiclsfettivo condi-
tions. Given a category and a sentence, the first conditimetsvhen all words
that constitute the category’s name or synonym occur irr gtemmed form
within the stemmed form of the sentence. For example, censie category
Osteoclast differentiatioand here its exact synony@steoclast cell differenti-
ation (G0:0030316 ), the categoryMultinuclear osteoclas(CL:0000779 ) and
the sentence

16All words with three or fewer letters are considered to behmnlist of stop words.
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OCLs - OCL

Figure 6.5: Graph structure of the sentence “The macroplaggge cell line
Raw264 .7 has been shown to differentiate into multinuclste®
clast like cells (OCLs) upon incubation with RANKL ().”. The GO
categoryG0:0030316 (connected with purple edges) and CL cate-
gory CL:0000779 (connected with green edge).
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The macrophage lineage cell line Raw264 .7 has been shown to
differentiate into multinuclear osteoclast like cells -LRBCLs
-RRB- upon incubation with RANKL -LRB- -RRB- .

The stemmed form of the categories asteoclast cell differentmultinuclear
osteoclastaind the stemmed form of the sentence

The macrophag lineag cell line Raw264 .7 ha been shown ta-diffe
enti into multinuclear osteoclast like cell -LRB- OCL -RRB- upon
incub with RANKL -LRB- -RRB- .

Each token that constitutes the stemmed category namealacsan the stem-
med sentence; this satisfies the first condition.

The second condition that must be met is that all matchingrtsknust form a
connected subgraph in the dependency parse tree of theseniehe implica-
tions of this condition are illustrated in figure 6.5 for thet@goryOsteoclast
cell differentionandMultinuclear osteoclastWe implemented the second con-
dition to recover parts of the information that is lost whiee Porter stemming
algorithm is applied; connectivity also reflects the coditthat multi-word
terms stand for a single, biologically meaningful category

Implementation: VOODOO

The VOODOO software is implemented in Java and Groovy. Itesalse of

the Stanford Parser [Marneffe et al., 2006], an entropyetasatistical parser.
Each step illustrated in the flow diagram in figure 6.4 can leindividually

by using either a Java package or a Groovy script. To autothatprocess
conveniently, we provide a graphical user interface basedava to perform
all necessary steps and display the results of the anakssreenshot of the
user interface is shown in figure 6.6. Additionally, we pd®/a web-interface
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File

Input table Shomefhoehndorf/collo2 fem3 .thl |
Input file fhome/hoehndorf/collo2 /12
Language library|/tmp/englishFactored. ser.gz

As constituents of the cell membrane and extracellular matrix
Elycosylated proteins regulate through intercellular recognition ancd
signaling a plethora of biological processes such as fertilization ,
pattern formation during embryogenesis , hematopoiesis , neuronal
development , wound healing , inflanumation , tuwmor cell metastasis,

host microbial interactions | and infection -LEE- for reviews , see Eefs
-EREEB-.

MAT II, the extrahepatic form of methionine adenosyltransferase
-LEE- MAT -RRE- , consists of catalytic alphaZ subunits and a
noncatalytic beta subunit , believed to have a regulatory function .

Indexing takle file .

Parsing taxt fila. .

Caomverting results to HTML ...
Done

[ »

A0 ]

Figure 6.6: A screenshot of VOODOQO's graphical user integfa
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at http://onto.eva.mpg.de/VOODOO to demonstrate VOODOQO's function-
ality.

6.4.2 Testing the significance of extracted relations

We have developed a set of novel statistical tests that carsée to identify

whether an extracted relationship is significant or detebteaccident [Hoehn-
dorf et al., 2008c]. To test the method we have applied it toocurrences of
ontological categories in text, i.e., leaving the relatiotspecified. However,
with a sufficient amount of extracted instances of a paricrglation, the tests
can be applied to the task of relationship extraction as.well

We assume that ontologies form at least a taxonomy, i.ehein graph repre-
sentation, edges are labeled wiglA denoting the ontologicas-arelation. We
call the set of allsA-successors of a categohthe sub-categoriesibcatA) =
{B|isA(B,A)} and its predecessors the super-categatgeatA) = {B|isSA(A,
B)}. The direct successors and predecessossiofthe taxonomy are called
children ¢hild(A) = {BJisA(B,A) AB # AAVX(iSA(B, X) AisA(X,A) — X =
B)}) and parents, respectively. The test on two ontologiesssdan a number
of further assumptions.

1. The ontologies are represented as directed acyclic gapandG, that
have no nodes in common.

2. Each pair of nodes froi®3; andG; is connected by an inter-graph edge.
3. There is a graph decoration for each graph plus the imggrkgedges.

4. For each pair of nodes fro@; and Gy, a scoring function generates a
single real value using the graph decorations.
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The first assumption is often satisfied in the case of bionaédictologies that
are represented in the OBO Flatfile Format, which specifiesegtéid acyclic

graph. Secondly, the edges between the nodes of the twogyraptesent the
connections between two ontological categories. The gdsmloration may
contain multiple values. An example of a graph decoratiotésnumber of

occurrences and co-occurrences of each category namextrcatpus. Finally,

a scoring function is used to calculate a single value foh éater-graph edge.
The tests are designed to rank the values of the scoringifundépending on

their statistical significance.

The score between two categori@sndD may be influenced by the topology
of the ontology: categories that are more general may ocalica-occur more
often. Therefore, it is insufficient to test for a high or loaose between cate-
gories in order to determine significant edges. Furtherprsinee our applica-
tion is text mining, the score may also depend on the origjregdh decorations,
and therefore the text corpus and the method for identifgiogurrences and
co-occurrences.

We simulate the random distribution of the scores of eadoay pair through
multiple random permutations of the original graph decoret. We then calcu-
lated and recorded co-occurrence scores for all pairs efoaes. In addition,
for each categorp, such thaisA(D,C;), the score differencecorgC;,Cy) —
scordD,Cy) was recorded. Further, for each categBryith isA(Cy,E), the
score differencscore E,Cy) — scordCy,Cy) was recorded.

Hence, the results of this step are threefold. First, weapprate the random
score distribution for each pair of categories. Second) &gae of categories

C, D andE € child(C) gives rise to a random distribution of score differences
betweenC,D) and(E, D). Third, each tripleC, D andE € parentC) yields a
random distribution of score differences betw¢EnD) and(C,D).
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Based on these distributions, we developed a set of novatgial tests that
test the significance of a score value for a pair of categ@ideshndorf et al.,
2008c]. The tests combine measures of relevance and spgcific[Hoehn-
dorf et al., 2008c], we applied the method to the extractibmassociations
between categories, and assumed that significant co-ecwas represent sig-
nificant associations. However, if more specific relatioasMeen categories
are used instead of co-occurrences, the tests can be afplaehtify signifi-
cant relations as well.

6.4.3 Verification and Ontological Interpretation

After information is extracted using methods from namedtgmécognition,
relationship extraction and the corresponding signifieatests, they can be
embedded in an ontology to connect it with further knowledgd verify the
ontological adequacy of the extracted information, ilee, ise of compatible
conceptualizations in its representation. | describe aene the work pre-
sented in [Hoehndorf et al., 2008b] here.

For embedding the extracted information in an ontologybsic conceptual-
ization of the text mining domain must first be analyzed. Rarmurpose, text
mining identifies references to four kinds of ontologicalitss in text: cate-
goriesC, individualsl, relationsR and instances of relatiofis Without loss of
generality, | restrict my discussion to binary relationd &C (CUl) x (CUI).

| call the structureI M =< C,1,R, T > resulting from a text mining analysis
atext mining structur€TMS).

The aim is to provide an ontological interpretation of suchiMS. We can
then apply this ontological interpretation for the refinemef the TMS using
the axioms of an ontology. In order to deal with inconsis&mi incomplete
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knowledge, we use a non-monotonic form of logical deductiera method
to consistently generate explanations for facts resuftiogn this ontological
interpretation [Hobbs et al., 1988].

For the purpose of this analysis, an ontology is a structure< C',R’, ::,isa,
Ax > of categorieC’ and relationR’ together with a set of axiomx. On-
tologies contain as relations at least the instantiatitatios (:) and theis-a
relation.

Definition 3. An ontological interpretatiod of a TMSTM =< C,I,R T >
with respect to the ontolog9 =< C', R, :;,isa, Ax > satisfies the conditions:

for each ce C, ¢! = ¢ such that €€ C’ and either ¢: ¢’ or isa(c, ),

foreachie |, i =i’ such that there exists ae€ C' and i:: c,

foreachre R, rf =1’ such that f € R and isdr,r’),

for eachte T, t! =t’ such that there exists A€ R and t :: r’.

According to this definition, an ontological interpretatiperforms the follow-
ing functions: for each category identified in the text, gndifies at least one
category in the ontology of which the category found in the text is either
a sub-category or an instance; for each individual in theg téxdentifies at
least one category of which this individual is an instancel similarly for re-
lations and their instances. This definition assumes aramgyavhich supports
higher-order categories. If the ontologydoes not support these, the first part
of the definition must be restricted to the case where thdiftehcategory is

a sub-category of one of the ontology’s categories.

Two major difficulties can arise when trying to find an ontotag interpreta-
tion of a TMS. First, it may occur that no ontological integfation exists due
to an inconsistency. In this case, we call the TMI8/ classically inconsistent
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with the ontologyO. Second, there may be many possible ontological interpre-
tations for a TMS, and some measure of preference shouldtablisked to
select the most appropriate ontological interpretation.

In order to deal with inconsistencies, we can establishs@dakconsistency by
extending the ontological interpretation such that idesdicategories (or in-
stances) are subclasses (or instances) of more genemgbgate For example,
consider a TMS containing the following three relation amstes:

ISA(Arsenic Poison) (6.1)
PlaysRoléArsenic Poison) (6.2)
HasF unctioriArsenic Poison (6.3)

Here, poison is used in three mutually exclusive meaningsa aubstance,
a role and a function; any ontological interpretation ipteting Poison ISA,
PlaysRoleand HasFunctionin their usual understanding will be classically
inconsistent. The cause of the inconsistency is a too spéaiérpretation of
Poison InterpretingPoisonas a subclass dEntity avoids the inconsistency,
but does not permit inferences based on axioms pertainimgoi@ specific
categories.

The general problem is finding the most specific consistetaiogical interpre-
tation for a TMS. We propose the use of abductive reasonieg ontologies
[Elsenbroich et al., 2006] to fill this gap: abduction is a red@ssical form of
inference that generates an explanation for an observaiiba general form
of abductive inference is inferenceBsA — B+ A.

Several additional conditions can be employed in abduatifiezence systems.
Letl be a knowledge base. These conditions are popular resirsabin abduc-
tive inferences:
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Consistencyl" UAL/ L

Minimality: Ais aminimalexplanation foB

RelevanceAl/ B

Explanatoriness /B

In order to identify the most specific consistent ontolobinterpretation, we
use minimal consistent abduction. We add the following falaras additional
assumption, wher€; ranges over all categories froon

isa(PoisonCy) V... (6.4)
Visa(PoisonC,) — isa(Poison Entity) '

Then, minimal consistent abduction can generate the dkesiplanation for
(6.4):

isa(Poison SubstancgV isa(PoisonRole)V 6.5)
isa(Poison Function) '

We have not yet implemented the presented method here, deetzals to sup-
port abductive reasoning over ontologies are not easilijadla. Therefore, a
large-scale evaluation of the method’s results and pedana is still pending.
Nevertheless, the method can currently be used manuallsotode ontologi-
cal interpretations of results of text-mining analyses.
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6.5 Discussion: need for ontology- driven

software

A common theme underlies the software tools that | discusséus section.
The BOWiki is an ontology-based wiki which is based on an aggtbased,
conceptual model that is integrated with a domain modeldiitate the acqui-
sition of ontology-based information. The tagging systesaadibed in section
6.3 uses a tagging core ontology based on the GFO that istedenth GFO-
Bio to provide domain-specific information on the types ofealt$ that can
be tagged. The text-mining method described in 6.4.3 araljize results of
text mining analyses using a text mining core ontology ézhk text mining
structure) and a domain core ontology such as GFO-Bio, amdlpss an in-
terpretation of the text mining results within these ongids.

Each of the described methods or software applicatiorigeitihe ontologies as
a component of their basic operation during run-time. The BS\quality-
control features, query capabilities and description cdmtities properties and
relation depend on the used ontologies, and are generatedtifrese ontolo-
gies during run-time. The facets that are applicable to gddgbjects in
the tagging software are generated using the provided agies. Ontologi-
cal interpretations situate data that was generated usxigrining within the
combination of the text mining core ontology and a domairotmgy.

The combination of domain ontologies with the conceptuatieh@f the soft-

ware application has several advantages: domain speciwlkdge is sepa-
rated from the conceptual model; information can flow in bditlections be-
tween the domain model and the conceptual model of the scHtveand the

data collected or processed by the software applicatiorbearerified during

the run-time of the software.
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The separation of the conceptual model and the domain @ygermits the
development of flexible software applications that can hesed within mul-
tiple domains. For example, the BOWiki software applicatises GFO-Bio
as domain ontology within the biological domain, but can befigured to
operate with any OWL file. However, the OWL ontology that is ubgdhe
BOWiki must be integrated with the top-level ontology usedlitey BOWiki's
conceptual model to permit the successful interpretatioth® domain cate-
gories, relations and axioms within the BOWiki.

Information flow between the conceptual model and the domaidel is im-
portant to develop modular and reusable software. For elanam OWL
class may represent a kind of relation, and the BOWiki’'s cptuia model
contains aRelationcategory. Without the information that a category and its
sub-categories represent relations, the BOWiki would titeede as any other
OWL class, i.e., not as relations. This example also illusgdhe need of an
ontological foundation of both the conceptual model anddiv@ain ontology

in a common upper-level ontology, which realizes this infation flow.

Finally, employing an automated reasoner to reason ovér thet conceptual
model and the domain model during runtime facilitates thteateon of errors

and inconcistencies as well as possible explanations ésethThis property of
ontology-driven information systems contributes to tlebustness. Addition-
ally, the knowledge that is acquired using the tools desdriere is from the
beginning consistently integrated within an ontology.
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Chao-chou Ts’ung-shen

Interoperability between ontology-based informationtegss in biology is a

goal which the biological community still attempts to asl@eFor this purpose,
organizations such as the OBO Foundry were developed whichoermseveral

criteria pertaining to ontology development and mainteeanThese criteria
are primarily technical and social criteria. They are iokesh to facilitate inter-
operability between the information systems based on thesdogies.

In chapter 3, | have analyzed the problem of interopergtbktween ontology-
based information systems. Interoperating systems mlost &r a flow of
information between them. Information flows when the classificationsenad
by one information systems have consequences on the aasisifis made by
another information system such that the relations betve&mform aninfo-
morphism

| identified several issues pertaining to the interopettstdletween ontology-
based information systems in biology and biomedicine. Elgrouped these is-
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sues in three classes: logic and knowledge representatitwipgy and knowl-
edge acquisition. The first addresses how ontologies aregepted in a formal
language and which semantics is employed in this repres@mt&urthermore,
the kinds of inferences that are permitted fall into thisugroThe second refers
to the ontological commitment of the biological domain dagges. | claim
that only an explicit statement of this commitment permggablishing infor-
mation flow between multiple ontologies. Finally, the infation flow must
be constructed, which necessitates the acquisition of dokmowledge, i.e.,
the specific relation that exists between two domain categor

In chapters 4, 5 and 6, | have addressed the issues identifd@pter 3. Chap-
ter 4 introduced an extension of the semantics of the OBO [Eldbrmat
and discussed the semantics for frame-based ontologethikFoundational
Model of Anatomy. The OBO Flatfile Format’s semantics wasigivg a trans-
lation to the OWL-DL language, for which a model-theoretimsatics exists.
| extended this translation to permit more flexible transtzd to OWL. The
primary motivation for extending the translation was thedéor expressing
negation which is needed to adequately define some relatiahsire used in
biomedical ontologies.

In chapter 5, | outlined the categories of the biologicakomntology GFO-Bio.
GFO-Bio contains categories and meta-categories for tHedy@l domain. |
introduced a set of axioms to illustrate the specificatiosaferal categories
in GFO-Bio, and explained how GFO-Bio can be used for the iategn of
biological domain ontologies. Two ontological issues witkthe biological
domain were discussed in greater detail. First, | descrmeahtology of func-
tions and its application within biological ontologies.c8ad, | analyzed the
integration of ontologies that serve as reference modelphenotype ontolo-
gies. The integration of these kinds of ontologies requare@xtended logical
framework that allows for non-monotonic inferences. | udethult logic in
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the form of answer set programming to formulate axioms ftati@nships be-
tween categories in in reference models.

In chapter 6, | discussed a number of approaches for acquimiological

knowledge. These were divided in three groups. In the firsowkedge is
directly acquired, i.e., the relation and its argumentska@vn and directly
asserted. For this purpose, | introduce the BOWiki in sedi@yan ontology-
based semantic wiki for the acquisition of biological knedge.

In the second group, discussed in section 6.4, knowledggtiaated from
natural language texts. When used for the purpose of knowladguisition,
an additional step must be performed: the identificationhef éntity that is
mentioned in text. When a relationship is extracted from,téx kind of
relationship as well as the arguments must be identified.

A hybrid approach was proposed in section 6.3, where | dggmdig form of
collaborative tagging. In the software developed for thisppse, both the
tagged object and the relationship to the tag can be speeifiglititly. One

argument in the relation (the tag) remained specified inrahtanguage, and
must be analyzed using techniques from natural languagegses.

Every application and software developed in chapter 6zetliontologies for
their operation. The ontologies are used to enforce the ilae&eommon con-
ceptualization. For this purpose, the acquired data isifled with respect to
an ontology and its consistency verified. GFO-Bio is cursensled in all these
applications. However, the applications are general emoog@llow the use of
other ontologies as well.

The biological core ontology GFO-Bio is central to the sugiges | make here.
It ties together the software applications that | descrihgitizes a nonmono-
tonic logic for integrating domain ontologies and providesological analyses
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for multiple biological domain categories, therefore pding the foundation
for a flow of information between domain ontologies.

GFO-Bio is represented in the Web Ontology Language (OWL) [hilogess
and van Harmelen, 2004]. This makes GFO-Bio interoperahile @ther on-
tologies developed in the Semantic Web [Berners-Lee et @1R But the
application for which biological domain ontologies werereleped transcends
traditional forms of knowledge representation used on #ma&htic Web. Forms
of non-classical, common-sense forms of reasoning musplment an on-
tological analysis of the biological domain ontologieseTdomain ontologies
were developed pragmatically for use in specific applicati@nd not all these
applications satisfy the constraints encountered in aidaklogic framework.
In particular themonotonicityof classical logics hinders the development of
knowledge based applications that utilize multiple ongeds. GFO-Bio is ac-
companied with axioms that permit the usermin-monotonidogics. This
leads to the development of versatile and flexible ontol®that are applicable
in multiple application scenarios.

Within the Semantic Web, software applications that wil@ntologies are be-
ing developed. The combination of ontologies with automagasoners per-
mits the development of information systems that cannat patform queries

on storeddata but that have access to the knowledge and constraintsthat u
derlie theschemaor conceptual modedf the information system itself. | have
described several novel applications for the use in biooa&nhowledge acqui-
sition. Each of these applications utilizes ontologieslassify data, explain
the data’smeaningto users, verify the ontological adequacy of statements and
enforce a common basic conceptualization of a domain whdtipteuusers
are involved. With increasing development and formal@abf biological do-
main ontologies, these applications become more powefiuthermore, the
integration of Semantic Web technology like automatedaeess [Sirin and
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Parsia, 2004] and OWL libraries [Carroll et al., 2003] intoghepplications
permits the flexible modification and customization of thé&wsare. Novel
knowledge can be integrated by providing updated ontoothiat serve as the
schemata for these applications.

Interoperability between ontology-based informatiorneyss is not a state, but
a continuing process that never ends. Novel knowledge wiltinuously lead
to changes and modifications in the ontologies. Scientigakthroughs will
shake the foundations of a domain, and ontologies in thesguhs will have
to be developed anew to keep the pace and continue to plaglththey have
been assigned. Sound and flexible principles for develogomain ontolo-
gies and for establishing and maintaining interoperatiétween information
systems based on them will continue to remain an importa# af research.
The division into the three categories logic, ontology andwledge acquisi-
tion that underlies my investigations may provide a contigunsight into the
facets of interoperability, and serve as a foundation fgroming both the rep-
resentation of knowledge in biology and the developmentriblogy-based
applications in this domain.
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What follows is the implementation of the ontology of sequendescribed
in section 5.1.3. The implementation is based on the SPAS&¢m prover
[Weidenbach et al., 2002]. The input file of the SPASS thegoeoner can be
download from the project webpage [Hoehndorf, 2009].

begin_problem(Sequences).
list_of descriptions.

name({* SequenceAxioms *}).
author({* Robert Hoehndorf *}).
status(unsatisfiable).
description({* s *}).

end_of list.

list_of symbols.

predicates[(Seq,1),(Mol,1),(sPO,2),(PO,2),(binds,2) (inst,2),
(sPPO,2),(PBS,1),(soverlap,2),(sdisjoint,2),
(between,4),(end,3),(in,2),(Jun,1),(conn,2),(conn2, 2),

(PPO,2),(At,1),(overlap,2),(disjoint,2),
(CSeq,1),(LSeq,1)].
end_of list.
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list_of formulae(axioms).

%instead of basic GFO import, disjointness axioms
formula(forall([X],implies(Seq(X),not(Mol(X))))).

formula(forall([X],implies(Seq(X),not(Jun(X))))).
formula(forall([X],implies(Mol(X),not(Jun(X))))).
formula(forall([X],implies(Mol(X),not(Seq(X))))).
formula(forall([X],implies(Jun(X),not(Mol(X))))).
formula(forall([X],implies(Jun(X),not(Seq(X))))).

—_— === =<

%existence axioms, to exclude trivial models
formula(exists([X],Seq(X))).
formula(exists([X],Mol(X))).
formula(exists([X],Jun(X))).
%argument restrictions
formula(forall([X,Y],implies(sPO(X,Y),and(Seq(X),Se
formula(forall([X,Y],implies(PO(X,Y),and(Mol(X),Mol
formula(forall([X,Y],implies(binds(X,Y),and(Mol(X),
formula(forall([X],implies(Seq(X),forall([Y],implie
Mol(Y)))))-

%ground mereology for sequences

formula(forall([X],implies(Seq(X),sPO(X,X)))).

formula(forall([X,Y],implies(and(sPO(X,Y),sPO(Y,X))
equal(X,Y)))).

formula(forall([X,Y,Z],implies(and(sPO(X,Y),sPO(Y,Z
sPO(X,2)))).
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%definitions of sequence-atoms (PBS),

%proper sequence part, overlap, disjoint

formula(forall([X,Y],equiv(sPPO(X,Y),and(sPO(X,Y),
not(sPO(Y,X)))))).

formula(forall([X],equiv(PBS(X),and(Seq(X),not(exis ts([Y],
SPPO(X,Y)))))-

formula(forall([X,Y],equiv(soverlap(X,Y),exists([Z] :
and(sPO(Z,X),sPO(Z,Y)))))).

formula(forall([X,Y],equiv(sdisjoint(X,Y),not(sover lap(X,Y)))))-

%atomar mereology for sequences

formula(forall([X],implies(Seq(X),exists([Y],and(PB S(Y),
SPO(Y,X)))))-

formula(forall([X],implies(Seq(X),not(exists([Y],an d(sPPO(Y,X),
forall(JU],implies(and(sPPO(U,X),PBS(U)),sPO(U,Y))) M)

%weak supplementation principle
formula(forall([X,Y],implies(sPPO(X,Y),exists([Z],
and(sPO(Z,Y),sdisjoint(Z,X)))))).

%strong supplementation principle
formula(forall([X,Y],implies(sPPO(X,Y),exists([Z],
and(sPO(Z,Y),sdisjoint(Z,X)))))).

%argument restrictions for between, end; definition of in

formula(forall([J,P1,P2,S],implies(between(J,P1,P2, S),
and(Jun(J),PBS(P1),PBS(P2),Seq(S))))).

formula(forall([J,P,S],implies(end(J,P,S),and(Jun(J ),
PBS(P),Seq(9)))))-
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formula(forall([J,S],equiv(in(J,S),or(exists([P1,P2 I,
between(J,P1,P2,S)),exists([P],end(J,P,S)))))).

%axioms for conn

formula(forall([J1,J2],implies(conn(J1,J2),conn(J2, J1)))).
formula(forall([J1,J2],implies(conn(J1,J2),not(equa 1(J1,J2))))).
formula(forall([J1,J2],implies(conn(J1,J2),conn2(J1 J2)))).
formula(forall([J1,J2,J3],implies(and(conn2(J1,J2),

conn2(J2,J3)),conn2(J1,J3)))).

formula(forall([J1,J2,S],implies(and(in(J1,S),in(J2 \9)),
conn2(J1,J2)))).

formula(forall([J1,J2,S1,S2],implies(and(in(J1,S1), in(J2,S2),
not(soverlap(S1,S2))),not(conn2(J1,J2))))).

formula(forall([J1,J2,S],implies(and(conn(J1,J2),in (J1,9)),
in(J2,9)))).

%junctions belong to exactly one sequence
formula(forall([J,P1,P2,S],implies(between(J,P1,P2, S),
between(J,P2,P1,S)))).
formula(forall([J,P1,P12,P2,P22,S1,S2],implies(and(
between(J,P1,P2,S1),between(J,P12,P22,S2)),
and(or(and(equal(P1,P12),equal(P2,P22)),
and(equal(P1,P22),equal(P2,P12))),soverlap(S1,52))) )).
formula(forall([J,P1,P2,S1,S2],implies(and(end(J,P1 ,S1),
end(J,P2,S2)),and(equal(P1,P2),soverlap(S1,S2))))).
formula(forall([J1,J2,J3,P],implies(and(end(J1,P,P) ,
end(J2,P,P),end(J3,P,P),not(equal(J1,J2))),
or(equal(J3,J1),equal(J3,J2))))).
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%
%axioms for tokens
%

%ground mereology for token
formula(forall([X],implies(Mol(X),PO(X,X)))).

formula(forall([X,Y],implies(and(PO(X,Y),PO(Y,X)),e qual(X,Y)))).
formula(forall([X,Y,Z],implies(and(PO(X,Y),PO(Y,Z)) ,PO(X,2)))).
%definitions of token-atoms (At), proper part, overlap, di sjoint
formula(forall([X,Y],equiv(PPO(X,Y),and(PO(X,Y),not (PO(Y,X))))).

formula(forall([X],equiv(At(X),and(Mol(X),

not(exists([Y],PPO(X,Y))))))).
formula(forall([X,Y],equiv(overlap(X,Y),exists([Z],

and(PO(Z,X),PO(Z,Y)))))).
formula(forall([X,Y],equiv(disjoint(X,Y),not(overla p(X,Y))))).

%atomar mereology on token level
formula(forall([X],implies(Mol(X),exists([Y],
and(At(Y),PO(Y,X)))))).
formula(forall([X],implies(Mol(X),not(exists([Y],
and(PPO(Y,X),forall([U],
implies(and(PO(U,X),At(U)),PO(U,Y)))))))))-.

%weak supplementation principle
formula(forall([X,Y],implies(PPO(X,Y),exists([Z],
and(PO(Z,Y),disjoint(Z,X))))))-

%strong supplementation principle
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formula(forall([X,Y],implies(PPO(X,Y),exists([Z],
and(PO(Z,Y),disjoint(Z,X))))))-

formula(forall([A,X,Y],implies(and(Seq(A),inst(X,A)
At(Y),PO(Y,X)),
exists([B],and(sPO(B,A),PBS(B),inst(Y,B),

forall([C],implies(inst(Y,C),equal(B,C)))))))).

formula(forall([A,X],implies(and(PBS(X),inst(A,X)),

%axioms for binds
formula(forall([X,Y],implies(binds(X,Y),and(At(X),A
formula(forall([X, Y],implies(binds(X,Y),exists([U,V
PBS(V),inst(X,U),inst(Y,V)))))).
formula(forall([X],not(binds(X,X)))).
formula(forall([X,Y],implies(binds(X,Y),binds(Y,X))

%axioms for linearity of sequences
formula(forall([X,Y],implies(and(Seq(X),PBS(Y),sPO(
forall([A,B],implies(and(inst(A,X),inst(B,Y)),
not(exists([U,V,W],
and(binds(U,B),binds(V,B),binds(W,B),not(equal(U,V)
not(equal(V,W)),not(equal(U,W)))))))))).

formula(forall([A,X],implies(and(Seq(X),not(PBS(X))
forall([B],implies(and(PO(B,A),At(B)),
exists([C],binds(B,C))))))).

formula(forall([A,X],implies(and(Seq(X),inst(A,X)),
not(exists([U,V,W],
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and(not(equal(U,V)),not(equal(V,W)),not(equal(U,W))
exists([P],and(binds(U,P),forall([Q],
implies(binds(U,Q),equal(P,Q))))),
exists([P],and(binds(V,P),forall([Q],
implies(binds(V,Q),equal(P,Q))))),
exists([P],and(binds(W,P),forall([Q],
implies(binds(W,Q),equal(P,Q)))))))).

formula(forall([X],equiv(CSeq(X),and(Seq(X),not(PBS
forall([A,B],
implies(and(inst(A,X),PO(B,A),At(B)),
exists([C,D],and(binds(B,C),binds(B,D),
forall([E],implies(binds(B,E),or(equal(C,E),
equal(D,E))NN)))-

formula(forall([X],implies(CSeq(X),not(exists([J,P]
and(in(J,X),end(J,P,X)))))).

formula(forall([X,J],implies(and(CSeq(X),in(J, X)),

exists([P1,P2],between(J,P1,P2,X))))).

formula(forall([X],implies(LSeq(X),
exists([J1,J2,P1,P2],
and(not(equal(J1,J2)),
end(J1,P1,X),
end(J2,P2,X),
forall([J3],implies(exists([P],end(J3,P, X)),
or(equal(J3,J1),
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equal(J3,J2))))))).

formula(forall([X,J],implies(and(LSeq(X),in(J,X),
not(exists([P],end(J,P,X)))),

exists([P1,P2],between(J,P1,P2,X))))).
formula(forall([X],implies(Seq(X),or(LSeq(X),CSeq(X M)

formula(exists([X],and(Mol(X),not(exists([Y],binds( X))

formula(forall([J,P,S],
implies(end(J,P,S),
exists([J1],
and(conn(J,J1),
forall([J2],
implies(conn(J,J2),
equal(J2,J1)))))))-

formula(forall([J,P1,P2,S],
implies(between(J,P1,P2,S),
exists([J1,J2],
and(not(equal(J1,J2)),
conn(J,J1),
conn(J,J2),
forall([J3],
implies(conn(J,J3),
or(equal(J3,J1),
equal(J3,J2)))))))))-

formula(forall([J,P1,P2,S,M],
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implies(and(between(J,P1,P2,S),
inst(M,S)),
exists([A1,A2],
and(At(A1),
At(A2),
PPO(AL,M),
PPO(A2,M),
binds(A1,A2)))))).

end_of_list.
list_of formulae(conjectures).

formula(and(forall([X],sPO(X,X)),not(forall([X],
sPO(X,X))))).

end_of list.
end_problem.
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